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Abstract: Traffic assignment has been recognized as one of the key technologies in supporting transportation planning 
and operations. To better address the perfectly rational issue of the expected utility theory (EUT) and the overlapping path 
issue of the multinomial logit (MNL) model that are involved in the traffic assignment process, this paper proposes a 
cumulative prospect value (CPV)-based generalized nested logit (GNL) stochastic user equilibrium (SUE) model. The 
proposed model uses CPV to replace the utility value as the path performance within the GNL model framework. An 
equivalent mathematical model is provided for the proposed CPV-based GNL SUE model, which is solved by the method 
of successive averages (MSA). The existence and equivalence of the solution are also proved for the equivalent model. 
To demonstrate the performance of the proposed CPV-based GNL SUE model, three road networks are selected in the 
empirical test. The results show that the proposed model can jointly deal with the perfectly rational issue and the 
overlapping path issue, and additionally, the proposed model is shown to be applicable for large road networks. 
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1 Introduction 
 

Traffic assignment is one of the significant 
methods in the studies of transportation science, 
which has been widely investigated and applied in 
supporting the generation of policies for 
transportation planning and operations. Traffic 
assignment approach is typically used to assign a 
known origin-destination (O-D) demand to the links 
in a road network based on route choice model such 
that the traffic flow of each link can be determined. 
In this way, the link flow can be used for testing the 
rationality of road network planning. Additionally, 

based on the equilibrium traffic flow provided by 
traffic assignment, the time-space distribution of 
traffic flows can be manipulated by measures such as 
traffic signal control or traffic guidance. Thereby the 
urban traffic congestion is further alleviated. 

The stochastic user equilibrium (SUE) model 
proposed by DAGANZO et al [1] is considered to be 
a typical method to solve the traffic assignment 
problem since it provides a reasonable equilibrium 
traffic flow pattern by considering travelers’ 
imperfect perceptions of travel cost. Traditionally, 
the SUE model is constructed usually based on the 
multinomial logit (MNL) route choice model [2]. It 
is well known that the MNL model exhibits the 
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property of independence of irrelevant alternatives 
(IIA), which leads to a failure of the SUE modeling 
process, i.e., not considering the overlapping path 
issue. 

In reality, the road networks in the real world 
contain a fairly large number of overlapping paths, 
so it is essential to consider the overlapping path 
problem in the SUE modeling process. To this end, 
many studies have been proposed to deal with the 
overlapping path problem in the SUE modeling 
process [3−6]. Note that these studies are all based 
on the expected utility theory (EUT). It is well 
known that there are many stochastic factors (e.g., 
traffic accidents) in the transportation systems. In 
such uncertain traffic environment, the route choice 
behavior of the travelers exhibits violations of the 
EUT [7−10]. In other words, EUT has long been 
considered inadequate to describe the route choice 
behavior of the travelers, i.e., EUT inherently has a 
perfectly rational issue. It can be interpreted in this 
paper as travelers who are absolutely rational when 
making route choice decisions [11]. By doing so, it 
will lead to the EUT-based stochastic user 
equilibrium model generating unrealistic 
equilibrium flow patterns. 

In SUE modeling, there are also many studies 
that can deal with the overlapping path problem but 
do not consider adequately the perfectly rational 
problem at the same time. Therefore, given the lack 
of joint investigations into the overlapping path issue 
and the perfectly rational issue, the objective of this 
paper is to develop a cumulative prospect value 
(CPV) based generalized nested logit (GNL) SUE 
model. In reality, the proposed model changes the 
utility value (UV) based GNL SUE model presented 
by BEKHOR et al [3] through replacing the utility 
values with the cumulative prospect values. For the 
proposed model, an equivalent mathematical model 
and an associated solution based on method of 
successive averages (MSA) are provided. The 
existence and equivalence of the solution are also 
proved. Furthermore, a small network and the well-
known Nguyen-Dupuis network are selected to test 
the performance of the proposed CPV-based GNL 
SUE model in dealing with the overlapping path 
issue and perfectly rational issue. The Sioux Falls 
network is also selected to test the applicability of 
the proposed model in a large road network. 

The organization of this paper is as follows. 
First, the next section provides a literature review on 
the traffic assignment studies involving the 

overlapping path issue and the perfectly rational 
issue. Then, in the following section, the cumulative 
prospect value (CPV)-based SUE GNL model is 
proposed. Afterwards, the equivalent mathematical 
model and the associated MSA solution are  
provided, followed by the numerical examples to 
demonstrate the performance of the proposed model. 
Finally, conclusions of the paper are provided. 
 
2 Literature review 
 
2.1 Overview on overlapping path issue 

The route choice model is a key component of 
traffic assignment, which typically uses the MNL 
model. It is well known that the MNL model suffers 
from the IIA deficiency, which leads to a failure of 
the MNL model in capturing similarities between 
different paths. In other words, the MNL model 
naturally has the overlapping path issue. To deal with 
this issue, DAGANZO et al [1] proposed the 
multinomial probit (MNP) model with an 
assumption that the joint density of the random error 
terms follows multivariate normal function. 
However, the MNP model suffers from the absence 
of a closed mathematical form for the choice 
probabilities, which requires a simulation method to 
calculate the choice probabilities [12−14]. The same 
also happens for the mixed logit model [15, 16]. 
Clearly, a computational issue will arise due to the 
application of simulation method. 

Other discrete choice models can be classified 
into two categories according to the model structure. 
The first category is the modifications of MNL 
model, which addresses the overlapping path 
problem by adding a correction term to the 
deterministic part of the utility function. These 
models still maintain the single-level tree structure 
of the MNL model, including C-logit model [17−19] 

and path-size logit (PSL) model [20, 21]. Note that 
these models cannot capture the proper effect of path 
correlations in the choice probabilities [14, 15, 22, 
23]. 

The second category is generalized extreme 
value (GEV) class of models proposed by 
MCFADDEN [24]. The GEV models can capture the 
similarity between different paths through the error 
component in the utility function and adopt a two-
level tree structure. These models mainly include 
nested logit (NL) model [25], paired combinatorial 
logit (PCL) model [26−28], cross nested logit (CNL) 
model [4, 5, 29], and generalized nested logit (GNL) 
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model [3, 30]. Note that the NL, PCL and CNL 
models have restrictions such as the equality of cross 
elasticities between pairs of alternatives in or not in 
the common nests, equal proportion of path 
assignment, and the same nested coefficients. In 
addition, the GNL model did not consider the 
perfectly rational issue in modeling the route choice 
behavior. 
 
2.2 Overview on perfectly rational issue 

In earlier studies, route choice behavior 
modeling is based on expected utility theory (EUT) 
and random utility theory (RUT). However, these 
theories assume that travelers have the same 
preferences, which causes travel route choice 
behavior to exhibit violations of EUT under the 
uncertain environment of road networks [7]. 
Furthermore, EUT assumes that travelers are 
perfectly rational when making route choice 
decisions. In reality, however, an individual’s 
behavior is usually influenced by many factors (e.g., 
psychological state, environmental elements). 
Therefore, the prospect theory (PT) proposed by 
KAHNEMAN et al [31] and cumulative prospect 
theory (CPT) developed by TVERSKY et al [32] are 
used to overcome the drawback of the EUT. 

Cumulative prospect theory (CPT) has been 
widely used in route choice modeling for handling 
the perfect rational issue in traffic assignment. In this 
end, CONNORS et al [33] modified the traditional 
user equilibrium (UE) in the context of stochastic 
link travel time through using the perceived value 
(PV) instead of the utility value (UV). On this basis, 
XU et al [9] encapsulated endogenous reference 
point (RP) into a multiclass prospect-based user 
equilibrium model. WANG et al [8] extended the 
model of XU et al [9] to a cumulative prospect 
theory-based user equilibrium (CPT-UE) model in 
the context of stochastic link capacity degradation. 
Along this line, WANG et al [34] considered 
stochastic perception error (SPE) in the CPT-UE 
modeling process. Furthermore, YANG et al [11] 
developed a cumulative prospect theory-based 
stochastic user equilibrium (CPT-SUE) model. Note 
that all these models did not consider the overlapping 
path issue in modeling the route choice behaviors. 
 
2.3 Summary 

As mentioned in the introduction section, the 
overlapping path issue and the perfectly rational 

issue inherently exist in the SUE models. To this end, 
the above literature review indicates that many 
studies have been proposed to deal with these two 
problems separately, while there is still a need to 
solve these two problems jointly. Thus, we propose 
a CPV-based GNL SUE model through using CPV 
instead of utility value as path performance in the 
GNL model framework to meet this requirement. In 
addition, an equivalent mathematical model and an 
associated solution are provided for the proposed 
CPV-based GNL SUE model. 
 
3 CPV-based GNL SUE modeling 
 

In this section, we first calculate the CPV in the 
context of stochastic link capacity degradation. Then, 
the CPV-based route choice model is provided by 
using the calculated CPV instead of the utility value 
as path performance in the GNL model framework. 
Finally, the CPV-based GNL SUE model is presented 
through incorporating the SUE condition. 
 
3.1 CPV computation 

In order to build the CPV-based route choice 
model, we must calculate the CPV first. Specifically, 
we first describe the travel time distributions in the 
context of stochastic link capacity degradation. 
Second, we use the minimum travel time budget as 
the reference point based on the calculated mean and 
variance of the path travel time. Finally, on the basis 
of the reference point, the CPV equation of each path 
is obtained by combing a value function and a 
probability weighting function. 
3.1.1 Travel time distribution 

In transportation systems, many uncertain 
events, such as bad weather or traffic incidents, will 
cause stochastic link capacity degradations, leading 
to randomly changing travel times. In this context, 
this section will describe the travel time distributions 
as follows. 

First, the well-known bureau of public roads 
(BPR) [35] link performance function is given as  
Eq. (1). 

 

0 1 , a
a a

a

x
T t a

C




      
   

                     (1) 

 
where Ta is travel time with link flow xa on link a; 

0
at  and Ca are the free-flow travel time and capacity 

on link a, respectively; α and β are deterministic 
parameters, respectively. 
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Second, it is assumed that link capacity Ca 
follows uniform distribution over interval 

,  [ ],a a ac c   where the upper bound ca is the actual 
capability, the lower bound a ac  is the worst-
degraded capability, and θa is a fraction of the design 
capacity. Note that link travel time Ta is also a 
random variable due to random variable Ca. 
According to LO et al [36], the mean and variance of 
Ta are expressed as Eqs. (2) and (3), respectively. 
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Finally, according to the central limit theorem 

[37], the path travel time follows a normal 
distribution regardless of the distribution of link 
travel time. Therefore, the mean and variance of the 
path travel time are given in Eqs. (4) and (5), 
respectively as: 
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where ,

w
a k   is the relationship between path k and 

link a; , 1w
a k    if path k contains link a, and 

, 0w
a k  , otherwise. 

3.1.2 Reference point 
The reference point (RP) is the expectation of 

the travelers on travel time during the route choice 
process, related to usual factors such as traveler 
experiences or traveling situation. Meanwhile, the 
RP is also the turning point of risk attitudes of 
travelers. When the path utility is smaller than the  
RP, the travelers may avoid risk, i.e., be risk averse. 
When the path utility is larger than the RP, the 
traveler could take risk, i.e., be risk seeking. This 
means that the travelers judge the value of the path 

based on the difference in path utility relative to the 
reference point rather than the absolute path utility. 

To avoid exogenous inputs of reference points 
without guidance, we adopt endogenous reference 
points proposed by XU et al [9], that is 
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where w
kb  is travel time budget on path k between 

O-D pair w; w
kT  is the travel time on path k between 

O-D pair w; ( ),w
kE T   and w

kT
   are the mean and 

standard deviation of ,w
kT   respectively; ρ is on-

time arrival probability within the budgeted time; 
Φ−1 is the inverse function of the standard normal 
cumulative distribution function; 0

wu   is reference 
point between O-D pair w; τ is a parameter related to 
on-time arrival probability. 
3.1.3 CPV equation 

In this study, we use CPV instead of the utility 
value as the path performance in the route choice 
process. Based on the previously calculated 
reference point, the CPV is calculated by a value 
function and a probability weighting function. Note 
that the value function often exhibits risk aversion 
over gains and risk seeking over losses, and the 
probability weighting function often over-weights 
small probabilities and under-weights the moderate 
and high probabilities. The value function, the 
probability weighting function, and the CPV 
equation are 
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where   and η measure the degree of diminishing 
sensitivity of the value function; μ is the loss-
aversion coefficient, indicating the value function is 
steeper for losses than for the same gains; γ measures 
the degree of distortion of the probability judgment 
in the decision process. Generally, 0 ,  1,    μ≥1, 
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and 0<γ<1. Moreover, w(p) and p are the perceived 
probability and actual probability of an event, 
respectively. Note that w(p) increases monotonically 
with respect to p regardless of the value of γ [38]. In 
CPV equation, w

ku   and w
ku   are the lower bound 

and upper bound of the travel time on path k 
between O-D pair w, respectively. The lower bound 

w
ku  is the free-flow travel time, and the upper bound 

( ) 3 var( ).w w w
k k ku E T T   

 
3.2 CPV-based route choice modeling 

The route choice model is fundamental in traffic 
assignment. In this section, to build CPV-based GNL 
SUE model, we apply CPV instead of the utility 
value as the path performance to construct the CPV-
based route choice model in the GNL model 
framework. 
3.2.1 Perceived CPV of path 

The cumulated prospect value (CPV) of each 
path can be regarded as the sum of the prospect value 
of each link contained in this path, which is 
expressed as: 

 

 ,  ,w w w
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Different reference points and familiarity with 

road network conditions lead to different prospect 
values of the paths. Consequently, the CPV of the 
path is a random variable, which contains a 
deterministic part w

kv  and a random error part w
k . 
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where w

kv  is the perceived CPV of the path; w
kv  is 

the actual CPV of the path; w
k  is the random error. 

3.2.2 CPV-based route choice model 
The traditional GNL model is described as a 

two-level nesting structure. The upper layer consists 
of all links (nests) in the network, and the lower layer 
includes all paths (alternatives) in the network. In 
this study, we modify the traditional GNL model 
derived from GEV theory [24] by replacing the 
utility value with CPV. The probability of choosing 
path k between O-D pair w is given by: 
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where w

kv  is the cumulative prospect value of path 
k between O-D pair w; θ is a dispersion parameter, 
which characterizes the familiarity of a user with the 
road network; Km is set of all paths included in nest 
m; w
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length of link m, Lk is the length of path k; w
mk  

equals 1 if link m is on path k between O-D pair w 
and 0 otherwise, and γ is a parameter that 
characterizes the travelers’ perception of the 
similarities between different routes, assumed as γ=1. 

It is possible to decompose Eq. (14) as marginal 
probability and conditional probability, that is 
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where Pw(m) is the marginal probability that the 
travelers choose nest m between O-D pair w, 
described as: 
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and  |wP k m   is the conditional probability, 
namely, the probability of choosing path k when the 
nest m is selected, described as  
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3.3 CPV-based GNL SUE model 

Based on the CPV-based route choice model, 
the CPV-based GNL SUE model is developed by 
incorporating the SUE condition. According to 
SHEFFI [2], SUE conditions of the CPV-based GNL 
SUE model can be described as: 

 
, ,w w w
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In addition, the regular network constraints 
must hold, that is: 
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where qw is the travel demand between O-D pair w; 
xa is the flow on link a and w

kf  is the flow on path 
k between O-D pair w; w

mkf  is the flow on path k  
of nest m between O-D pair w. 

Equation (19) is the flow conservation 
constraints, Eq. (20) denotes the incidence 
relationship between link-path flow, specifically 

w
ak  equals 1 if link a is a part of path k, and w 0ak   

otherwise, Eq. (21) is the flow nonnegativity 
constraint. 
 
4 Mathematical formulation for CPV-

based GNL SUE model 
 

In this section, we develop the mathematical 
model and the associated MSA-based solution for 
the proposed CPV-based GNL SUE model. 
Furthermore, we prove the existence and 
equivalence between the proposed CPV-based GNL 
SUE model and the mathematical model. 
 
4.1 Equivalent mathematical model 

Given that the model proposed in this paper 
replaces the utility values with the cumulative 
prospect values, the route choice behavior described 
corresponds to actual road conditions. The objective 
function of the proposed model should include 
modified user equilibrium term using the cumulated 
prospect values instead of the utility values (i.e., Z1). 
According to the mathematical formulation for the 
traditional GNL-SUE problem proposed by 
BEKHOR et al [3], the objective function of the 
proposed model can also be decomposed into two 
entropy terms (i.e., Z2 and Z3). Therefore, the 
proposed CPV-based GNL SUE model is 
reformulated as the following equivalent 
mathematical model. 
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   , 

s.t. 
Eqs. (19)−(21)                      (22) 

 
4.2 Existence and equivalency proof 

Proposition 1: The mathematical model is 
equivalent to the CPV-based GNL SUE model. 

Proof: The Lagrangian function of the 
mathematical model with respect to the equality 
constraints (19)−(21) can be formulated as:  

 , w w w
mk

w m k

L f λ Z q f
 

    
 

             (23) 

 
where λw represents the dual variable associated with 
the flow conservation constraint in Eq. (19). 

Note that the first-order conditions of the 
proposed mathematical model and the first-order 
conditions of Lagrangian function are equal. For the 
first-order conditions of Lagrangian function, at the 
stationary point, the path flow variables must satisfy 
the following conditions: 
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mk

L f
f
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  and 
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
    (24) 

 
If 0,w

mkf    the Lagrangian function is 
meaningless, so 0.w

mkf   In this case, Eq. (24) can 
be written as:  
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w w
w w wm m

mk mk mkw
mk k

L f λ
f f

f

 


  

  
    
   
  

1
0w w

kv 

                            (25) 

 
After a series of transformation, Eq. (25) can be 

written as:  
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1
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w w w
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f
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After multiplying both sides by θ, dividing both 

sides by ,w
m  and taking the logarithm of exp as the 

base, Eq. (26) can be rewritten as:  
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   
1

exp /w
m

w w w
mk k mv                     (27) 

 
Summing Eq. (27) by route k, we have 
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Elevating both sides to w

m , we have 
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Summing Eq. (29) by link (nest) m, we have 
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After Eq. (29) is divided by Eq. (30), the 

marginal probability is obtained as: 
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The conditional probability is obtained by 

dividing Eq. (28) by Eq. (29) as: 
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    (32) 

 
Equations (31) and (32) correspond to Eqs. (16) 

and (17). In this way, the mathematical formulation 
presented in Eq. (22) corresponds to the CPV-based 
GNL SUE formulation, for which the path-flow 
solution can be obtained according to the GNL 
model based on CPT. 

Proposition 2: The proposed mathematical 

model has at least one solution. 
Proof: Equation (25) can be transformed into 

the equivalent variational inequality as follows: 
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   It is assumed that the distribution 

function of the link travel time is a continuous 
function of the link flow. Further, RP and CPV are 
also continuous functions of the path flow based on 
Eqs. (6)−(11). Therefore, ( )w

mkF f   is a continuous 
function of the path flow. In addition, according to 
constraints (19)−(21), the feasible path flow set is a 
compact convex set. Based on the variational 
inequality theorem, the solution of Eq. (22) exists. 
 
4.3 Solution algorithm 

In general, the method of successive averages 
(MSA) proposed by POWELL et al [39] is simple 
and easier to practice in engineering. Therefore, in 
this paper, we modify the conventional MSA 
algorithm to solve the proposed mathematical model. 
The steps are presented below. 

Step 1: Initialization 
Determine the effective path set. According to 

Eq. (1), calculate the link travel time Ta based on 
initial free-flow travel time 0.at  For each O-D pair, 
mean and variance of link travel time  1

aT   are 
calculated based on Eqs. (2) and (3), and then 
calculate the mean and variance of path travel time 

 1
kT   based on Eqs. (4) and (5). On this basis, 

calculate RP u(1) and the CPV v(1) of each path based 
on Eqs. (8) and (11). Use Eq. (18) to calculate path 
flow f 

(n), and then calculate link flow x(n) based on  
Eq. (20). Set iteration counter n=1. 

Step 2: Update 
Calculate the new mean and variance of link 

travel time  n
aT   and path travel time  n

kT   using 
Eqs. (2)−(5). For each O-D pair, re-determine the RP 
u(n) and recalculate the CPV v(n) of each path based 
on the updated mean and variance of each path travel 
time. 

Step 3: Direction finding 
According to Eq. (18), the auxiliary path flow 
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g(n) is calculated. 
Step 4: Move 
Update the path flow based on the method of 

successive average. Set ( ) ( ) ( )1 (1 / )(n n nf f n g     
( ) ).nf   Note that step size is the reciprocal of the 

number of iterations, i.e., 1/n. 
Step 5: Convergence test 

If      1|| || / || || ,n n nf f f     then stop. If not, 
set n=n+1 and go to Step 2. 
 
5 Numerical examples 
 

The purpose of this section is to demonstrate the 
performance of the proposed CPV-based GNL SUE 
model. To this end, we first select a small network to 
test the performance of the proposed model in 
dealing with the overlapping path issue. Then, the 
Nguyen-Dupuis network is selected to demonstrate 
the ability of the proposed model in dealing with the 
perfectly rational issue. Finally, we select the Sioux 
Falls network to test the applicability of the proposed 
model for large road networks. 
 
5.1 Small network: Solving overlapping path 

issue 
5.1.1 Network introduction 

The small network includes 1 O-D pair and 5 
links, as shown in Figure 1. The O-D demand is  
1000. The parameters in the BPR function are 
α=0.15 and β=4. The dispersion parameter θ in Eq. 
(16) is set as 0.5. The on-time arrival probability ρ in 
Eq. (6) is assumed to be 0.8. According to 
TVERSKY et al [32], the parameters of the value 
function in Eq. (9) are assumed to be 0.88    
and μ=2.25. According to PRELEC [38], the 
probability weighting function in Eq. (10) is 
considered as γ=0.74. The iteration accuracy ε of the 
MSA algorithm is set as 0.0001. The free-flow travel 
 

 
Figure 1 Small network with 1 O-D pair and 5 links 

time and capacity of each link are shown in Table 1, 
and the path composition and path length are 
exhibited in Table 2 (The values in Tables 1 and 2 are 
adopted from LI et al [30]). 
 
Table 1 Link characteristics 

No. Link 0
at  ac  

1 1-2 5 600 

2 1-3 6 500 

3 2-3 7 600 

4 2-4 8 500 

5 3-4 3 700 

 

Table 2 Path composition and length 

Path No. Node sequence Path length 

1 1-2-4 13 

2 1-2-3-4 14 

3 1-3-4 9 

 
5.1.2 Link flow comparison 

To demonstrate the capability of the proposed 
CPV-based GNL SUE model in dealing with the 
overlapping path problem, we run the CPV-based 
GNL SUE model and the CPV-based MNL SUE 
model on this small network. The CPU times 
required for the proposed CPV-based GNL SUE 
model and the CPV-based MNL SUE model to solve 
small network are 2.61 and 3.29 s, respectively. The 
link flow at equilibrium is shown in Figure 2. 

In Figure 2, it can be seen that the link flows 
assigned by the CPV-based GNL SUE model on the 
overlapping links (e.g., link 1 and link 5) are smaller 
than those of the CPV-based MNL SUE model, while 
the link flows assigned by the CPV-based GNL SUE 
 

 
Figure 2 Link flows assigned by CPV-based GNL SUE 

model and CPV-based MNL SUE model 
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model on the non-overlapping links (e.g., link 2 and 
link 4) are larger than those of the CPV-based MNL 
SUE model. This is because the CPV-based GNL 
SUE model overcomes this deficiency by 
considering the similarity among various paths, so 
that the links with multiple overlapping paths are 
assigned less flows than the CPV-based MNL SUE 
model. In contrast, the CPV-based MNL SUE model 
does not consider the similarities between these 
different paths, so that the flows of the overlapping 
links are overestimated. 
5.1.3 Impact analysis of model parameters 

In order to show the stability of the proposed 
CPV-based GNL SUE model, we vary the dispersion 
parameter θ and the worst-degraded coefficient θa to 
analyse how the changes in these parameters will 
affect the path flows at equilibrium. For simplify, in 
Tables 3 and 4, we use different parts of the CPV-
based GNL SUE model and the CPV-based MNL 
SUE model to distinguish them. It can be seen that 
for different θ and θa, the pattern of the link flows is 
the same, that is, the flows assigned by the CPV-
based GNL SUE model on overlapping links (e.g., 
link 1 and link 5) are smaller than those of the  
CPV-based MNL SUE model, while the flows 
assigned by the CPV-based GNL SUE model on 
 
Table 3 Variations of link flows for different values of θ 

Model θ Link 1 Link 2 Link 3 Link 4 Link 5

GNL 0.3 416.85 583.15 98.01 318.84 681.16

MNL 0.3 425.25 574.75 119.73 305.52 694.48

GNL 0.5 395.26 604.74 57.92 337.34 662.66

MNL 0.5 400.91 599.09 75.62 325.28 674.72

GNL 0.7 384.85 615.15 36.40 348.45 651.55

MNL 0.7 389.04 610.96 50.47 338.57 661.43

GNL 0.9 378.70 621.30 23.64 355.06 644.94

MNL 0.9 381.90 618.10 34.73 347.18 652.82

 

Table 4 Variations of link flows for different values of θa 

Model θa Link 1 Link 2 Link 3 Link 4 Link 5

GNL 0.3 546.77 453.23 189.34 357.43 642.57

MNL 0.3 548.31 451.69 193.81 354.51 645.49

GNL 0.5 506.50 493.50 151.15 355.35 644.65

MNL 0.5 510.57 489.43 162.13 348.44 651.56

GNL 0.7 433.97 566.03 83.71 350.25 649.75

MNL 0.7 439.46 560.54 100.18 339.28 660.72

GNL 0.9 343.73 656.27 0.08 343.66 656.34

MNL 0.9 345.51 654.49 5.13 340.38 659.62

non-overlapping links (e.g., link 2 and link 4) are 
larger than those of the CPV-based MNL SUE model. 
Thus, it can be safely concluded that these model 
parameters do not change the relative performance 
of the CPV-based GNL SUE model and the CPV-
based MNL SUE model. 
 
5.2 Nguyen-Dupuis network: Solving perfectly 

rational issue 
5.2.1 Network introduction 

The Nguyen-Dupuis network consists of 4 O-D 
pairs, 13 nodes, and 19 links, as shown in Figure 3. 
For each O-D pair, the travel demand is q1−2=660, 
q1−3=495, q4−2=412.5 and q4−3=495, respectively. The 
other parameters are the same as those in the small 
network. 
 

 
Figure 3 Nguyen and Dupuis network 

 
The free-flow travel time, capacity, and the 

worst-degraded coefficient for each link on the 
network are shown in Table 5 (The values in Table 5 
are adopted from XU et al [9]). The path composition 
and path length are exhibited in Table 6 (The values 
in Table 6 are adopted from JIANG et al [40]). 
 

Table 5 Link characteristics 

No. Link 0
at ac θa No. Link 0

at  ac θa

1 1-5 7 300 0.8 11 8-2 9 500 0.7

2 1-12 9 200 0.8 12 9-10 10 550 0.6

3 4-5 9 200 0.7 13 9-13 9 200 0.8

4 4-9 12 200 0.8 14 10-11 6 400 0.7

5 5-6 3 350 0.6 15 11-2 9 300 0.7

6 5-9 9 400 0.6 16 11-3 8 300 0.6

7 6-7 5 500 0.7 17 12-6 7 200 0.8

8 6-10 13 250 0.8 18 12-8 14 300 0.7

9 7-8 5 250 0.7 19 13-3 11 200 0.7

10 7-11 9 300 0.7      
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Table 6 Path composition and length 

O-D Path No. Node sequence Path length

(1, 2) 

1 1-12-8-2 32 

2 1-5-6-7-8-2 29 

3 1-5-6-7-11-2 33 

4 1-5-6-10-11-2 38 

5 1-5-9-10-11-2 41 

6 1-12-6-7-8-2 35 

7 1-12-6-7-11-2 39 

8 1-12-6-10-11-2 44 

(1, 3) 

9 1-5-9-13-3 36 

10 1-5-6-7-11-3 32 

11 1-5-6-10-11-3 37 

12 1-5-9-10-11-3 40 

13 1-12-6-7-11-3 38 

14 1-12-6-10-11-3 43 

(4, 2) 

15 4-9-10-11-2 37 

16 4-5-6-7-8-2 31 

17 4-5-6-7-11-2 35 

18 4-5-6-10-11-2 40 

19 4-5-9-10-11-2 43 

(4, 3) 

20 4-9-13-3 32 

21 4-9-10-11-3 36 

22 4-5-9-13-3 38 

23 4-5-6-7-11-3 34 

24 4-5-6-10-11-3 39 

25 4-5-9-10-11-3 42 

 
5.2.2 Path flow comparison 

To demonstrate the capability of the proposed 
CPV-based GNL SUE model in dealing with the 
perfectly rational problem, we compare path flows 
assigned by the CPV-based GNL SUE model and the 
UV-based GNL SUE model running on the Nguyen-
Dupuis network. The CPU times required for the 
proposed CPV-based GNL SUE model and the UV-
based GNL SUE model to solve the Nguyen-Dupuis 
network are 188.81 and 3.68 s, respectively. It should 
be noted that CPU time required for the proposed 
CPV-based GNL SUE model may be longer than the 
UV-based GNL SUE model due to the complexity of 
the model. The path flow at equilibrium is shown in 
Tables 7 and 8. 

In Tables 7 and 8, it can be seen first that the 
path flows assigned by the UV-based GNL SUE 
model and the CPV-based GNL SUE model are 
significantly different. This is because these two 

Table 7 Network equilibrium solution calculated by CPV-

based GNL SUE model 

O-D
Path 
No.

Path flow CPV 
Mean path 

time 
Path time 

st. dev. 

(1, 2)

1 360.73 6.78 113.30 16.91 

2 144.33 5.13 115.29 17.03 

3 45.55 3.03 117.86 16.85 

4 7.48 −0.17 121.41 17.06 

5 55.38 3.08 118.77 14.39 

6 33.64 3.04 117.87 16.76 

7 9.59 0.86 120.44 16.58 

8 3.30 −2.45 123.99 16.79 

(1, 3)

9 179.18 9.94 172.75 25.99 

10 133.56 9.50 167.43 38.40 

11 26.76 6.73 170.98 38.49 

12 99.94 9.02 168.34 37.39 

13 46.15 7.50 170.01 38.28 

14 9.41 4.69 173.56 38.38 

(4, 2)

15 180.43 8.65 142.98 22.33 

16 151.93 8.37 139.13 30.98 

17 41.99 6.39 141.69 30.88 

18 7.79 3.50 145.25 30.99 

19 30.36 6.00 142.61 29.61 

(4, 3)

20 159.73 11.64 196.95 31.10 

21 124.43 11.45 192.55 41.10 

22 50.98 10.07 196.58 36.68 

23 88.51 10.34 191.26 46.31 

24 17.29 7.63 194.82 46.38 

25 54.06 9.78 192.18 45.47 

 

models have different behavioral assumptions. The 
UV-based GNL SUE model assumes that all 
travelers are perfectly rational when choosing a path. 
Consequently, they will definitely choose the path 
with the shortest travel time. In contrast, the CPV-
based GNL SUE model assumes that the travelers are 
bounded rational when choosing a path. In other 
words, when travelers choose a path, they will first 
judge the gains and losses based on the reference 
point, and then, the travelers will combine the gains 
and losses with subjective probability weights to 
obtain the CPVs of different paths. In this way, the 
travelers will choose the path with the largest CPV. 
Second, it can be clearly seen that the CPV-based 
GNL SUE model assigns OD demand to each path 
based on the following criteria, that is, path with 
larger CPV is assigned more traffic flow, and vice 
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Table 8 Network equilibrium solution calculated by UV-

based GNL SUE model 

O-D Path No. Path flow Mean path time Path time st. dev.

(1, 2) 

1 366.99 114.25 16.99 

2 140.36 116.02 17.16 

3 51.38 117.86 16.91 

4 8.95 120.88 17.08 

5 48.00 118.10 14.33 

6 30.21 118.21 16.79 

7 10.55 120.05 16.53 

8 3.56 123.08 16.70 

(1, 3) 

9 160.44 169.42 25.20 

10 139.65 169.51 39.31 

11 24.17 172.54 39.38 

12 119.43 169.75 38.26 

13 42.35 171.71 39.14 

14 8.96 174.73 39.21 

(4, 2) 

15 155.80 141.07 21.99 

16 159.36 140.86 31.45 

17 49.93 142.70 31.32 

18 8.45 145.73 31.40 

19 38.96 142.94 30.00 

(4, 3) 

20 172.43 192.39 30.22 

21 134.68 192.72 41.74 

22 52.96 194.26 36.46 

23 73.59 194.35 47.32 

24 11.36 197.38 47.38 

25 49.98 194.59 46.46 

 
versa. The UV-based GNL SUE model assigns OD 
demand to each path based on the following criteria: 
the smaller the mean travel time of the path, the less 
traffic flow is assigned to this path, and vice versa. 

Finally, the results of the path flow assigned by 
the CPV-based GNL SUE model indicate that 
travelers consider both the mean path time and the 
standard deviation of the path time when choosing a 
route. However, the results of the path flow assigned 
by the UV-based GNL SUE model illustrate that 
travelers only consider mean path time when 
choosing a route. For example, in Table 7, some 
travelers choose paths with a high mean but low 
standard deviation (e.g., path 15 and path 20). In 
Table 8, all travelers tend to choose a path with a low 
mean without taking standard deviation into account 
at all. 

In order to further demonstrate that the 

proposed CPV-based GNL SUE model has the 
capability to deal with perfectly rational issue, we 
compared the path flow assigned by the proposed 
CPV-based GNL SUE model under different on-time 
arrival probability ρ and the path flow assigned by 
the UV-based GNL SUE model. The results of path 
flow at equilibrium are shown in Table 9. 
 

Table 9 Path flow assigned by CPV-based GNL SUE 

model under different ρ and UV-based GNL SUE model 

O-D
Path 
No.

CPV-based GNL SUE model UV-based 
GNL SUE 

model ρ=0.1 ρ=0.5 ρ=0.9 

(1, 2)

1 108.39 366.06 358.08 366.99

2 88.78 149.87 143.79 140.36

3 77.37 50.45 46.72 51.38 

4 77.39 6.82 8.15 8.95 

5 85.11 46.19 53.92 48 

6 74.58 29.09 35.23 30.21 

7 74.18 8.70 10.25 10.55 

8 74.21 2.83 3.86 3.56 

(1, 3)

9 106.97 177.33 177.85 160.44

10 77.64 135.42 134.12 139.65

11 76.49 25.27 27.72 24.17 

12 76.81 101.23 99.70 119.43

13 80.20 46.46 45.73 42.35 

14 76.88 9.28 9.88 8.96 

(4, 2)

15 73.89 176.78 179.75 155.8 

16 90.61 149.88 151.67 159.36

17 83.86 46.13 42.47 49.93 

18 82.80 7.60 8.15 8.45 

19 81.33 32.12 30.45 38.96 

(4, 3)

20 216.58 144.65 156.77 172.43

21 43.12 142.99 127.96 134.68

22 40.20 66.86 55.42 52.96 

23 68.91 79.20 85.69 73.59 

24 65.03 14.19 17.19 11.36 

25 61.16 47.12 51.96 49.98 

 
In Table 9, it can be seen that the proposed CPV-

based GNL SUE model assigns different flows on 
each path under different on-time arrival probability 
ρ. When ρ=0.1, path flow tends to be evenly 
distributed. This is because the travelers believe that 
they may have chance of early arrival due to the 
variations of travel time. They then are willing to 
take a higher risk to minimize their travel time. These 
travelers are considered as the risk-prone travelers, 
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so they choose the path randomly. When ρ gradually 
becomes larger, the travelers choose the paths with 
less travel time fluctuations, such as path 1 and path 
2. This is due to the fact that the travelers are very 
keen on punctual arrivals because the penalty 
imposed to an unexpected late arrival is much higher 
than the bonus earned from an early arrival. In this 
case, these travelers are usually risk-averse when 
making route choice decisions. In contrast, no matter 
how ρ changes, the path flow assigned by the UV-
based GNL SUE model is always the same. This is 
because travelers only care about the absolute value 
of path travel time, so when the on-time arrival 
probability ρ changes, their route choice decisions 
remain. Furthermore, the path flow also remains 
unchanged. 

In addition, we randomly select O-D (1, 2) to 
analyze the impact of the on-time arrival probability 
ρ on RP and CPVs, as shown in Figure 4. 
 

 
Figure 4 Variation of RP and CPVs with ρ 

 
In Figure 4, it can be seen that the reference 

point gradually increases with the increase of on-
time arrival probability ρ. In addition, it can also be 
seen from Figure 4 and Table 6 that as the reference 
point changes, CPVs and path flows at equilibrium 
also change accordingly. This means that the 
proposed CPV-based GNL SUE model has a 
significant reference-dependence effect. In other 
words, travelers make route choice decisions based 
on the reference point rather than the absolute value 
of the path travel time. 

In summary, the path flow assigned by the UV-
based GNL SUE model is based on the absolute 
value of path travel time, while the path flow 
assigned by the CPV-based GNL SUE model is 
based on the relative value, that is, the value of the 

path travel time relative to the reference point. In this 
way, it can be concluded that the proposed CPV-
based GNL SUE model can deal with the perfectly 
rational issue. 
5.2.3 Impact analysis of model parameters 

In this section, we vary seven parameters, i.e., 
dispersion parameter θ, on-time arrival probability ρ, 
worst-degraded coefficient θa, loss-aversion 
coefficient μ, gain sensitivity coefficient ,  loss 
sensitivity coefficient η, and perceived probability 
coefficient γ, to analyze the variations in path flows 
at equilibrium assigned by the proposed CPV-based 
GNL SUE model. The results are shown in Figure 5. 

In addition, we provide the range for these 
seven parameters in Table 10. It is worth noting that 
since the parameters 0 ,   η, γ<1, we set the 
minimum and maximum ranges of these parameters 
to be 0.0001 and 0.9999, respectively. Meanwhile, 
since parameter θ belongs to [0, +∞) and parameter 
μ belongs to [1, +∞), we choose large enough steady 
state values through tests. 

On observing Figure 5, first, it can be seen from 
Figure 5(a) that when θ falls in [0, 4], the variation 
of path flow is relatively large, when θ falls in (4, 18), 
there is a relatively slight change in path flow, and 
when θ falls in [18, +∞), there is no change in flow 
on the path. This is because that a smaller θ indicates 
that the travelers are not familiar with the road 
network conditions, so that they tend to randomly 
choose a path. In contrast, a larger θ indicates that 
the travelers are more familiar with the road network 
conditions, and the route choice behavior of the 
travelers will be close to deterministic choice. 

Second, it can be observed from Figures 5(b)− 
(d) in Figure 5 that for the worst-degraded coefficient 
θa, most of the steady changes in path flow are 
concentrated in (0.3, 0.9). This is because that a 
larger θa indicates more reliable path travel time. For 
the on-time arrival probability ρ, when ρ falls in   
[0, 0.4], the variation of the path flow is relatively 
large, and when ρ falls in (0.4, 1], the variation of the 
path flow is not significant. This is because that a 
higher ρ implies that the travelers are very keen on 
punctual arrivals, such that the travelers are 
generally classified as risk-averse travelers. For the 
parameter γ, when it increases, the path flows will 
gradually tend to steady state. This is because that 
the larger the γ, the closer the perceived probability 
of the travelers are to the actual probability. Note that 
these changes only apply to the proposed CPV-based 
GNL SUE model.   
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Figure 5 Path flow variations with respect to 
different parameter values 
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Table 10 Range of parameter 

Parameter Range 

Dispersion parameter, θ [0, +∞) 

Worst-degraded coefficient, θa [0, 1] 

On-time arrival probability, ρ [0, 1] 

Loss-aversion coefficient, μ [1, +∞) 

Gain sensitivity coefficient,   (0, 1) 

Loss sensitivity coefficient, η (0, 1) 

Perceived probability coefficient, γ (0, 1) 

 
Finally, it can be seen from Figures 5(d)−(f) that 

the other three parameters, i.e., the loss-aversion 
coefficient μ, the gain sensitivity coefficient  , and 
the loss sensitivity coefficient η, have little effect on 
the path flows. 

In summary, travellers usually choose the path 
based on the CPV of this path. Moreover, the 
dispersion parameters θ, the on-time arrival 
probability ρ, the worst-degraded coefficient θa, and 
the perceived probability coefficient γ have 
significant influences on the path flows at 
equilibrium, while the influence of other parameters 
on the path flows is not significant. In addition, the 
range of steady-state path flows corresponding to 
each parameter is obtained. Further, this provides a 
reference for how to choose an appropriate 
parameter value. 
 
5.3 Sioux Falls network: Solving practical 

applications 
5.3.1 Network introduction 

The Sioux Falls network consists of 24 nodes, 
76 links, 528 O-D pairs, and 1342 paths as shown in 
Figure 6. Compared to the previous two networks, 
this network can be considered as a larger network, 
which can be regarded as comparable to the real 
world transportation networks. 

The free-flow travel time on link a, i.e., 0
at  and 

design capacity of link a, i.e., ac  are shown in  
Table 11 (The values in Table 11 are adopted from 
LEBLANC [41] and WANG et al [42], respectively). 
The worst-degraded coefficient for each link is set to 
0.8. The iteration accuracy ε of the MSA algorithm 
is set as 0.01. The values of the other parameters are 
the same as those of the small network. 
5.3.2 Convergence of propose model 

To demonstrate the applicability of the 
proposed CPV-based GNL SUE model on a larger 
network, we run the proposed model and the 

 

 
Figure 6 Sioux Falls network 

 
associated MSA algorithm on this Sioux Falls 
network. The numbers of iterations and the CPU 
time required for the CPV-based GNL SUE model to 
solve Sioux Falls network are 56.00 and 160.50 s, 
respectively. The convergence process of the CPV-
based GNL SUE model solved in the Sioux Falls 
network is depicted in Figure 7. 

It can be seen from Figure 7 that the 
convergence speed of the improved MSA algorithm 
is fast and the convergence value is approaching to 0 
before the number of iterations is approaching to 10. 
In contrast, after the number of iterations is larger 
than 10, the convergence value gradually tends to a 
steady state of zero. Based on the above pattern, the 
proposed model can be solved in this larger network 
efficiently. Note that this entire convergence pattern 
is also consistent with that of the traditional MSA 
algorithm. Thus, it is safe to conclude that the 
proposed model is applicable for large road networks 
with more than 20 nodes and more than 500 O-D 
pairs. 
 
6 Conclusions 
 

Traffic assignment is vital for policy makings in 
transportation management and operations, and 
many studies have been devoted in this field. 
However, the joint solution to the path overlapping 
issue and the perfectly rational issue are still lack of 
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Table 11 Link capacity and free-flow travel time 

No. 0
at  ac  No. 0

at  ac  No. 0
at  ac  

1 6 25.9002 27 5 10.0000 53 2 4.8240

2 4 23.4035 28 6 13.5120 54 2 23.4035

3 6 25.9002 29 4 5.1335 55 3 19.6799

4 5 4.9582 30 8 4.9935 56 4 23.4035

5 4 23.4035 31 6 4.9088 57 3 15.6508

6 4 17.1105 32 5 10.0000 58 2 4.8240

7 4 23.4035 33 6 4.9088 59 4 5.0026

8 4 17.1105 34 4 4.8765 60 4 23.4035

9 2 17.7828 35 4 23.4035 61 4 5.0026

10 6 4.9088 36 6 4.9088 62 6 5.0599

11 2 17.7828 37 3 25.9002 63 5 5.0757

12 4 4.9480 38 3 25.9002 64 6 5.0599

13 5 10.0000 39 4 5.0913 65 2 5.2299

14 5 4.9582 40 4 4.8765 66 3 4.8854

15 4 4.9480 41 5 5.1275 67 3 10.3150

16 2 4.8986 42 4 4.9248 68 5 5.0757

17 3 7.8418 43 6 13.5120 69 2 5.2299

18 2 23.4035 44 5 5.1275 70 4 5.0000

19 2 4.8986 45 3 15.6508 71 4 4.9248

20 3 7.8418 46 3 10.3150 72 4 5.0000

21 10 5.0502 47 5 5.0458 73 2 5.0785

22 5 5.0458 48 4 5.1335 74 4 5.0913

23 5 10.0000 49 2 5.2299 75 3 4.8854

24 10 5.0502 50 3 19.6799 76 2 5.0785

25 3 13.9158 51 8 4.9935    

26 3 13.9158 52 2 5.2299    

 

 
Figure 7 Convergence process of improved MSA 

algorithm 

 
adequate investigations in the context of traffic 
assignment. Therefore, in this paper, a CPV-based 
GNL SUE model is proposed through using CPV 

instead of the utility value as the path performance in 
the GNL model framework. For this proposed  
model, an equivalent mathematical model is 
provided together with the associated MSA based 
solution. The existence and equivalence of solution 
are also proved. 

The proposed CPV-based GNL SUE model is 
tested in three networks to demonstrate its 
performance. The results show that the proposed 
model can handle jointly the overlapping path issue 
and the perfectly rational issue. In addition, the 
proposed model is also shown to be applicable to real 
world large networks. The impact of the parameters 
is also investigated to show their impacts on the 
performances of the proposed model. 

For this proposed model, we only consider 
single-class user. Therefore, multiclass users will be 
considered in the modeling process in the future. In 
addition, doubly uncertain road network with 
stochastic demand and stochastic link capacity 
degradation will also be considered in future 
research to meet the real world requirements. 
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中文导读 
 

一种解决路径重叠和完全理性问题的随机用户平衡模型 
 
摘要：交通分配是交通规划和运营的关键技术之一。为了更好地解决交通分配过程中涉及的期望效用

理论(EUT)的完全理性问题和多项式 logit(MNL)模型的路径重叠问题，本文提出了基于累积前景值

(CPV)的广义巢式 logit(GNL)随机用户平衡(SUE)模型，即基于 CPV 的 GNL SUE 模型。该模型在 GNL
模型框架内使用 CPV 代替效用值作为路径性能。对于该模型，给出等价的数学模型，并使用相继平

均法(MSA)对该数学模型进行求解，同时模型解的存在性和等价性也被证明。为了展示基于 CPV 的

GNL SUE 模型的性能，选择三个道路网络作为测试实例，结果表明，提出的模型可以同时处理完全理

性问题和路径重叠问题，并且适用于大型道路网络。 
 
关键词：随机用户均衡；累积前景理论；广义巢式 logit；相继平均法 


