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Abstract: Classification of multi-dimension time series (MTS) plays an important role in knowledge discovery of time 
series. Many methods for MTS classification have been presented. However, most of these methods did not consider the 
kind of MTS whose discriminative subsequence was not restricted to one dimension and dynamic. In order to solve the 
above problem, a method to extract new features with extended shapelet transformation is proposed in this study. First, 
key features is extracted to replace k shapelets to calculate distance, which are extracted from candidate shapelets with 
one class for all dimensions. Second, feature of similarity numbers as a new feature is proposed to enhance the 
reliability of classification. Third, because of the time-consuming searching and clustering of shapelets, distance matrix 
is used to reduce the computing complexity. Experiments are carried out on public dataset and the results illustrate the 
effectiveness of the proposed method. Moreover, anode current signals (ACS) in the aluminum reduction cell are the 
aforementioned MTS, and the proposed method is successfully applied to the classification of ACS. 
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1 Introduction 
 

Multi-dimension time series (MTS) are widely 
used in many areas such as speech recognition, 
multimedia, medicine, economics, science and 
engineering [1, 2]. MTS classification plays an 
important role in knowledge discovery of time 
series [3]. Therefore, a large number of researches 
have been performed and several methods have 
been presented for MTS classification [3−5]. A 

simple method combining 1-nearest neighbor rule 
(1NN) with dynamic time warping (DTW) was 
proposed in Refs. [6, 7]. However, the 
interpretability is hardly presented in 1NN because 
there are only information about similarity between 
two time series. Moreover, due to the time and 
space complexity, the application of this method is 
limited [8]. Most of these approaches are defined as 
features extracting [9, 10]. In these studies, many 
features extracted from MTS were expected to 
replace the original MTS. The advantage of these  
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methods is avoiding dimension curse with the 
reduction of dimension and the length of MTS 
samples [11]. 
    Mining core features for early classification 
was used to classify time series [1]. The core 
features were obtained by clustering candidate 
shapelets in each dimension for one class sample. 
Another method called multi-dimension shapelets 
detection (MSD) classifies MTS by extracting 
multi-dimension shapelets [12]. Each shapelet in 
multi-dimension shapelets was extracted from one 
dimension. Most of the MTS classification methods 
did great researches for MTS. However, they often 
extracted features by comparing the same 
dimension signal. Therefore, they didn’t take into 
consideration of a kind of MTS whose 
discriminative subsequence is not restricted to 
dimension [13]. In other words, the method which 
extracts feature in each dimension may be invalid 
for MTS when its dimensions are not typically 
independent and identically distributed. 
    Shapelet transformation is one of the most 
successful algorithms for unidimensional time 
series (UTS) classification with high accuracy for 
amount of time series data mining in classification 
[14], clustering [15, 16], summarization [17, 18] 
and visualization [19, 20]. Shapelet is a 
subsequence or shape, and it is a representative 
feature for one class. By finding the best k shapelets 
in n time series with a single-scan algorithm, the 
transformed data combining with classifiers 
preformed a greater accuracy which was proved  
in Ref. [21]. The great advantage of shapelet 
transformation is that it can match discriminative 
subsequences unlimited to the structure of data [22]. 
However, most of the shapelet transformation work 
is about classifying UTS. Though there are few 
extended shapelet transformations to MTS [11, 23], 
all of them extract shapelets from different and 
independent dimensions [24, 25]. For example, in 
industrial datasets, the feature of anode current 
signals (ACS) in one dimension standing for a class 
also likely appeared in other dimensions [23]. 
    In this work, in order to overcome the 
limitations of the existing shapelet transformation, 
an extended shapelet transformation method is 
proposed to classify MTS with discriminative 
subsequence and without restrictions to dimension. 
Firstly, for original shapelet transformation, k 

shapelets are extracted from UTS and transformed 
into distance. Too many shapelets may lead to 
over-fitting on training set and reducing influence 
of the most interpretable shapelets [26]. Therefore, 
to reduce the number of shapelets and overcome the 
restrictions of dimension with discriminative 
subsequence, k shapelets are replaced by key 
features which are extracted from candidate 
shapelets with one class for all variables. Secondly, 
taking consideration of the influence of feature 
number on accuracy, a feature of similar numbers is 
proposed, which stands for the frequency of a key 
feature appearing in a multi-dimension time series. 
Based on the proposed method, the signals whose 
discriminative subsequence is not restricted to 
dimension will be classified well. Thirdly, 
exhaustive search of shapelets is time-consuming 
and clustering shapelets adds the time complexity 
[27, 28]. To reduce the time complexity, distance 
matrix is used to calculate the distance between 
shapelet and time series. Because the calculations 
between shapelet and time series have many 
repetitions, the amount of computation can be 
reduced by calculating ahead. Distance matrix was 
created to group similar shapelets in Ref. [21]. In 
this way, distance matrix not only clusters similar 
shapelets but also reduces the time complexity. 
    The paper is organized as follows. In Section 2, 
the background is provided. In Section 3, our 
method is proposed and developed. In Section 4, 
the experiments are performed on common datasets 
and ACS datasets, and also the discussions are 
presented. Finally, in Section 5 the conclusions and 
future work are given. 
 
2 Background 
 
2.1 Related definitions 
    In this section, related definitions and 
notations for MTS classification are given. 
    Definition 1: Unidimensional time series: 
T=(t1, t2, …, tN) is a sequence of values which are 
recorded in temporal order. The number of the 
values in T standing for the length of T is N. 
    Definition 2: Multi-dimension time series: 
M=(T1, T2, …, Tr) is a vector of UTS Ti. The 
dimension of M is r. For datasets Mw, each MTS Mi 
relates to a class label 1( ,  ,  ).i qc C c c    The 
number of datasets is w, and the number of 
categories is q. The task of time series classification 
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is mapping an unknown MTS Mi to a class label 
ci∈C. 
    Definition 3: Subsequence: b=(tm, tm+1, … , 
t(m−l)+1) is a contiguous value belonging to T, which 
starts at the m-th point and ends at the ((m−l)+1)-th 
point with length l. As shown in Figure 1(a), S1 is a 
subsequence in UTS T1. A UTS T=(t1, t2, …, tN) 
contains (N−l)+1 subsequences of length l. As MTS 
M=(T1, T2, … , Tr) has r UTS, the number of 
subsequence in M is r×((N−l)+1). The subsequence 
is used for creating candidate shapelets. 
    Definition 4: Euclidean distance(ED): the 
similarity measurement of two subsequences b=(e1, 
e2, …, el) and p=(d1, d2, …, dl) of length l. The ED 
between subsequences b and p is calculated by 
computing each point between b and p by siding 
window. The computational formula is below:  

   2
1

,
l

i i
i

dist b p e d


                     (1) 
 
    Eq. (1) illustrates that the smaller the dist(b, p), 
the more similar the b and p. 
    Definition 5: Distance between subsequences 
b and UTS: the similarity measurement of a 
subsequences b and UTS  .T b T  Calculate the 
distance between b and T with Eq. (2):  

    , min , isubdist b T dist b S                (2) 
 
where Si is the i-th subsequence of T by sliding 
window of length |b|. As shown in Figure 1(a), the 
distance between subsequences b and UTS T1 
equals the least distance between subsequences b 
and Si, which is a candidate shapelet in T1. In Figure 
1(a), the candidate shapelet in T1 is S1. 
    Definition 6: Distance between subsequences 
b and MTS: the similarity measurement of a 
subsequence b and a MTS M=(T1, T2, …, Tr). M 
consists of UTS Ti. The formula is illustrated by  
Eq. (3):  

    , min , idist b M subdist b T               (3) 
 
where  , isubdist b T  is defined in Eq. (2), and the 
purpose to calculate the distance is to find the most 
similar subsequence of b in a MTS. As shown in 
Figure 1, for MTS M with 3 variables, we can see 
that the subsequence b maps each UTS in 
dimension for M, respectively. The most similar 
subsequence of b in M is S1 as shown in Figure 1(a). 
The distance between sequence S1 and b is 
calculated with Eq. (1). 

 

  
Figure 1 Distance between subsequence b and MTS M 
 
    Definition 7: Distance set: a set of distances 
between subsequence b and MTS Mi of datasets Mw. 
The number of datasets is w. The distance set is:  

      1 2, , , ,  ,  , wD dist b dist b dist b M M M  

 1 2, , , wd d d                           (4) 
 
    Definition 8: Split point(sp): a real number to 
split the ordered distance set  1 2= ,  ,  ,  mO d d d  
into two sets =( , )L i iO d d sp  and =( , ).R i iO d d sp  
The set of sp is (sp1, sp2, …, spn). For distance set 
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O, spj in sp set is calculated by Eq. (5):  
1

2
i i

j
d d

sp 
                             (5) 

 
where spj with the highest information gain is 
recorded as the best sp, which is used to split 
datasets lastly. The value of the best sp also calls as 
threshold. 
    Definition 9: Information gain (IG): the 
standard of assessment quality of shapelets. A 
distance set O is divided by a sp into OL and OR. 
The distance of OL is less than sp, and it is the 
contrary to OR. For each sp, IG is calculated as 
follows:  

       , L R
L R

O O
IG O sp H O H O H O

O O
 

    
 

  (6) 

 
    We get the best IG by comparing all of the IG 
with every sp in sp set. The H(O) is calculated in  
Eq. (7). 
    Definition 10: Entropy: the complexity of 
datasets. For a dataset  1 2= ,  ,  ,  ,wP p p p  the class 
of datasets is 1( ,  ,  ).i qc C c c    ei is the number 
of samples for class ci . Entropy of P is calculated as 
below:  

 
1

lg
q

i i

i

e e
H P

w w
                         (7) 

 
2.2 Problem description of MTS with dynamic 

discriminative subsequence 
    Generally speaking, all MTS belonging to one 
class always have the same characteristic. The 
characteristic is defined as discriminative 
subsequence in our method. There is a kind of MTS 
whose discriminative subsequence is not restricted 
to dimension. We call this kind of MTS as MTS 
with dynamic discriminative subsequence. In the 
aluminum reduction industry, ACS which can 
reflect the distributed aluminum reduction cell 
condition, is a kind of MTS with dynamic 
discriminative subsequence, is illustrated in  
Example 1. 
    Example 1: Two 4-dimensional MTS objects 
that have the same key feature for ACS are shown 
in Figure 2. Signals shown in Figures 2(a)−(d) are 
extracted from the same MTS(M1), the same as 
signals shown in Figures 2(e)−(h) which are 
extracted from M2, and M1 and M2 belong to the 
same class. Signals (a) and (e) belong to dimension 
a. In the same way, signals (b) and (f) belong to 

dimension b. Assuming that a discriminative 
subsequence for time series M1 is extracted in 
dimension a shown in Figure 2(a) and it is extracted 
in dimension c for time series M2 shown in   
Figure 2(g). To sum up, the discriminative 
subsequence standing for the same class isn’t 
extracted in one fixed dimension. As a result, the 
ACS is different from common MTS which has the 
same feature in each dimension of the same class. 
It’s difficult to classify this kind of MTS with 
common classification method. 
 
3 Extracting features with extended 

shapelet transformation (EFEST) 
 
    In this section, an approach to extract new 
features with extended shapelet transformation is 
proposed, as shown in Figure 3. Firstly, candidate 
features are extracted by siding window. Secondly, 
a distance matrix is built by candidate shapelets. By 
sorting the quality of candidate shapelets using 
distance matrix, shapelets are selected with the 
highest quality in a dimension. This is the first step 
to extract shapelets by distance matrix. In the next 
step, key features without the restriction of 
dimensionality are extracted from shapelets by 
clustering. In the last step, a feature of similarity 
numbers is added into transformed data to classify; 
the feature of similarity numbers and key features 
are translated into distance against original data. 
The data of distance will be trained into classifier. 
 
3.1 Extracting shapelets by distance matrix in 

MTS 
    Unlike MSD, we extract all candidate 
shapelets in all dimension of a MTS. Firstly, after 
datasets Mw have been normalized, candidate 
shapelet is extracted in each dimension as a 
subsequence with length l between lmin=3 and 
lmax=N. As shown in Figure 4, candidate shapelets 
are extracted by sliding window in every dimension 
of MTS. Ti is one of the variable in a MTS. For a 
UTS 1 2( , ,  ,  ),i NT t t t  (N−l+1) candidate 
shapelets can be extracted. For a MTS M=(T1, 
T2, …, Tr), the number of candidate shapelets is 
r×((N−l)+1). Therefore, a datasets Mw contains 
w×r×((N−l)+1) candidate shapelets. 
    After extracting candidate shapelets, we use 
the candidate shapelets to build a distance matrix 
(line 13 of Algorithm 1). The matrix is constituted  
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Figure 2 Two 4-dimensional MTS objects: (a−d) Belong to MTS M1; (e−h) Belong to MTS M2 
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Figure 3 Flowchart of extracting features with extended 
shapelet transformation 
 

   
Figure 4 Illustration of extracting candidate shapelets in 
MTS 
 
by the distance between each pair of candidate 
shapelets. In the previous step, (w×r×(N−l+1)) 
candidate shapelets have been extracted. Therefore, 
the size of distance matrix is (w×r×(N−l+1))× 
(w×r×(N−l+1)). The matrix element i×j is the 
distance between the i-th candidate shapelet and the 
j-th candidate shapelet. The distance matrix is 
symmetry by the diagonal. An example of distance 
matrix is shown in Figure 5. Ci is the name of a 
candidate shapelet. The value of coordinates 
calculated by Eq. (1). (C1, C2) is the distance 
between candidate shapelets C1 and C2. All of the 

values are symmetry by the diagonal. Because half 
of the distance between candidate shapelets is 
calculated repeatedly, the complexity of calculating 
can be reduced on half by duplicating. 
    Distance matrix is only used to cluster 
shapelets in the existing researches [21]. In this 
method, distance matrix is used to calculate the 
distance between candidate shapelets and MTS 
(line 15 of Algorithm 1). As candidate shapelets are 
extracted in UTS by sliding window, a UTS is made 
up of candidate shapelets. At the same time, the 
MTS consist of candidate shapelets. To calculate 
the distance between a candidate shapelet and MTS, 
the length of MTS is pre-computed. After we find 
the candidate shapelets in the range of the length, 
the distance between a candidate shapelet and MTS 
is the smallest between the candidate shapelet and 
candidate shapelets in MTS. For example, in Figure 
5, each Mi of the datasets Mw has n candidate 
shapelets. The distance between C1 and M1 which 
consist of n candidate shapelets is the smallest 
between C1 and candidate shapelets in M1. 
 
Algorithm 1 Extracting features 
Require: Datasets of MTS Mw, lmin, lmax 
Ensure: Candidate shapelets 
1:  ( )w wnormalizedM M  
2:  shapelets←0 
3:  best←0 
4:  for all l in lmin and lmax do 
5:    shapeletsCandidate←0 
6:    for all Mi in Mw do 
7:       S←0 
8:       for all Tj in Mi do 
9:          S←GenerateCandidate (Tj; lmin; lmax) 
10:  ShapeletsCandidate←ShapeletsCandidate S 
11:      end for 
12:    end for 
13:    DictMatrix←GenerateDictMatrix 
      (ShapeletsCandidate) 
14:    for all line in DictMatrix do: 
15:       Ds←findDistances(line, length(Mi)) 
16:  quality, orderline←assessCandidate(line, Ds) 
17:    end for 
18:    RemoveSelfSimilar(ShapeletsCandidate) 
19:    if average(quality)>best then 
20:     best←average(quality) 
21:      shapelets←ShapeletsCandidate 
22:    end if 
23:  end for 
24:  return shapelets 
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Figure 5 A example of distance matrix 
 
    The last step is to assess the candidate 
shapelets by information gain (line 16 of  
Algorithm 1). A distance set of distance between 
sequence b and datasets Mw is built in Eq. (4). We 
use a sp to split distance set into two subsets. The 
split is chosen in the set of sp with the highest 
information gain. For instance, the sp set of 
distance set O1=(d1, d2, …, dw) is (sp1, sp2, …, spn). 
The value of sp is calculated by Eq. (5). After the 
information gain of each sp is calculated by Eq. (6), 
we suppose that the optimal sp named sp2 is got 
with the highest information gain. The value of sp2 
is recorded as threshold. The information gain is 
recorded as quality. Therefore, we get the quality of 
each candidate shapelet. To choose the most 
representative sequence, we remove the 
self-similarity candidate shapelets (line 18 of 
Algorithm 1). In other words, a shapelet in a UTS 
with the highest quality is chosen (lines 19−21 of 
Algorithm 1). Accordingly, only one shapelet is 
extracted from a UTS. In the end, the shapelet set 
for different length of shapelet with the highest 
average quality is retained. For datasets Mw, there 
are r*w shapelets . 
 
3.2 Extracting key features without restriction of 

dimensionality 
    To classify the kind of MTS with dynamic 
discriminative subsequence, we mine key features 
in MTS in one class by clustering with distance 
matrix. Firstly, if shapelets have high quality in a 
class, they are always more similar than other 
shapelets. Consequently, it’s necessary to extract 
high quality as key features which discriminate 
classes well. Secondly, by calculating the distance 
between key features and each sample in MTS 
dataset, the dataset will be well gathered, which can 
increase the accuracy of classification. In  
Algorithm 2, the first step is to delete self-similar 
candidate shapelets in distance matrix coordinate to 
retain valid shapelets (line 1 of Algorithm 2). For 

the k valid shapelets in one class, this is a k×k 
matrix. The element in distance matrix stands for 
the distance between each pair of valid shapelets. 
The clustering process is based on updated distance 
matrix (lines 2−9 of Algorithm 2). As the smallest 
value is 0 which is the distance between the same 
candidate shapelets. The smallest distance between 
different candidate shapelets is the second small 
value. Firstly, the pair with the second small 
shapelet distance between them is clustered. 
Secondly, the clustered pair is removed and cluster 
is added into matrix. The k×k matrix is changed into 
(k−1)×(k−1) matrix. The distance between each 
shapelet and the cluster is the average distance 
between the shapelet and every shapelet in cluster. 
After updating the distance matrix, we repeat the 
process above until all of the shapelets have been 
clustered, and then we get several clusters in the 
end. For shapelets in each cluster, the highest 
quality shapelet is selected as a key feature. 
 
Algorithm 2 Extracting key feature 
Require: Distance matrix DictMatrix, shapelets 
Ensure: Core feature 
1:  DictMatrix←DictMatrix shapelets 
2:  for all Dij in DictMatrix do 
3:     set(Di, Dj) is the second small value in
distance matrix 
4:     DictMatrix←update(DictMatrix) 
5:  end for 
6:  clusters←DictMatrix 
7:  for Ci in clusters do 
8:     corefeature←max(sorted(Ci, quality)) 
9:  end for 
10: return key feature 
 
    Example 2: An example for the process of 
clustering shapelets based on distance matrix is 
illustrated in Figure 6. A distance matrix D 
consisting of shapelets is shown in Figure 6(a). Si is 
the name of valid shapelets. In the next step, 1 is 
founded as the second small value in D. 1 is the 
distance between shapelet S1 and S2 in Figure 6(b). 
Therefore, shapelets S1 and S2 are the most similar 
shapelet pair in D. We replace S1 and S2 by the 
cluster of S1 and S2 shown in Figure 6(c). The 
distance between shapelet S3 and cluster of (S1, S2) 
is the average distance between S3 and (S1, S2). The 
process is repeated until all of the shapelets are 
clustered. 
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Figure 6 A process of clustering base on distance matrix D  
 
3.3 A novel feature: feature of similarity 

numbers extracted 
    In this section, we propose an algorithm to 
transform data with key features. The advantage of 
shapelet transformation is that the data transformed 
into distance can be used in many classifiers. The 
distance between key features and sample in raw 
datasets is calculated. However, it can’t perfectly 
represent the raw datasets, and Example 3 is 
presented to illustrate this. 
    Example 3: Two 4-dimensional MTS are 
shown in Figure 7. They have the same dimensions 
of a, b, c and d. MTS A with class anode effect (AE) 
is composed of UTS a1, b1, c1 and d1. After being 
clustered, a kind of key feature is extracted in red 
line. In Figures 7 (e)−(h), another MTS B where d2 
has the same key feature like Figures 7(a)−(d) is 
marked as normal. The feature trained by classifier 
is the minimum distance between the key feature 
and four UTS shown in Figure 7. The MTS A and B 
almost have the same distance to key features. As a 
result, we can conclude that the key features can’t 
identify the MTS with one key feature and MTS 
with multiple key features. 
    To solve the problem in Example 3, feature of 
similarity number is added to complete the 
algorithm. In Algorithm 3, firstly, for each instance 
in datasets Mw, we find the distance between Mi and 
each key feature (line 5 of Algorithm 3). Secondly, 
for each key feature, the number of the distance 
between each UTS in a instance and key feature 
less than the threshold is counted. For example, 
MTS M1=(T1, T2, …, T10), Ti in M1 is a UTS. 
Suppose that the distance between key feature C 
and Ti in M1 is (3.1, 4.2, 4.2, 3.5, 5.6, 6.7, 2.1, 3.4, 
2.3, 3.0). The optimal sp selected from sp set with 
the highest information gain of key feature is 3. If 
the distance less than threshold, the time series are 

similar. Therefore, key feature has similar sequence 
in T7 and T9. In other words, key feature is similar 
to UTS T7 and T9 because the distance 2.3 is less 
than 3. The number of UTS which is similar to key 
feature in this example of 2, is marked as the 
feature of similarity numbers. We add the feature of 
similarity numbers into transformed data made up 
of the distance between key features and original 
data. If the number of key feature is u, the 
transformed data are a matrix with u columns. 
Because the number of key features equals the 
number of features of similarity number, the 
transformed data added feature are a matrix with 
2×u columns different from u columns. Finally, the 
data are classified by traditional classifier. 
 
Algorithm 3 Transforming data based on key 
feature 
Require: key feature(u), Mw 
Ensure:  X 
1:  X←0 
2:  for all Mi in Mw do 
3:     X0←0 
4:     for all Si in key feature(u) do 
5:        dist←distance(Si; Mi) 
6:        num←calcnum(Si; Mi) 
7:        X0. append (dist; num) 
8:     end for 
9:    X.append(X0) 
10: end for 
11: return X 
 
4 Experimental results and discussion 
 
    In this section, we give an empirical evaluation 
of our proposed method in common datasets and 
ACS datasets. To prove the superiority of our 
method, we compare our method with an extension 
of original shapelet transformation to MSD method,  
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Figure 7 Two 4-dimensional MTS having same dimensions of a, b, c and d: (a−d) MTS A; (e−h) MTS B 
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the hidden-unit logistic model (HULM) method  
[29] and shapelet ensemble for multi-dimensional 
time serie (SEMTS) method [30]. And then, feature 
of similarity numbers and distance matrix are tested 
to verify the effectiveness. The comparison of 
classifiers can find the best classifier for our 
method. This experiment follows a 10-fold 
cross-validation scheme with each 4-time running. 
At last, we take the average results. We get the 
results using a PC computer with Intel Core 3.7 
GHZ and 8 GB of main memory. The length of 
candidate shapelets is between lmin=3 and lmax=L/4 
(L is the full length of time series). The algorithms 
are implemented in Python using Spyder2.7. 
 
4.1 Numeric test on benchmark 
4.1.1 Datasets and data preprocessing 
    We select seven common datasets to support 
the proposed approach. The datasets are Robot 
failure LP1, Robot failure LP3, Robot failure LP4, 
Wafer, Australian sign language signs, Japanese 
vowels and ECG. The Robot failure LP1, Robot 
failure LP3 and Robot failure LP4 are in small size. 
The Robot failure LP1 has 88 samples with 4 
classes; Robot failure LP3 has 47 samples with 4 
classes; Robot failure LP4 has 117 samples with 3 
classes. The length of Robot failure LP1, Robot 
failure LP3 and Robot failure LP4 are 15, and the 
variables are 6. Wafer, Australian sign language 
signs, Japanese vowels and ECG are in big size. 
Wafer has 1194 samples, 198 of max length and 6 
variables; Australian sign language signs has 2565 
samples, 136 of max length and 22 variables. 
Japanese vowels has 640 samples, 640 of max 
length and 126 variables; ECG has 200 samples, 
152 of max length and 2 variables. We randomly 
split the samples into training set and test set. The 
datasets details are gathered in Table 1 [18]. 
    We carry out a data preprocessing process 
before calculating the distance between candidate 
shapelets. The preprocessing method is different 
from the existing methods [11] which normalize 
linearly the value in the same variable. We 
normalize linearly all of the data by zero-mean 
normalization shown in Eq. (8):  

meanx x
x

v


                              (8) 
 
where xmean and v are the mean and variance for all 
samples, respectively. The mean and variance of 

Table 1 Detail information of common datasets 

Dataset Class 
number 

Variable 
number Length Samples 

number Source 

Robot failure 
LP1 4 6 [15, 15] 88 UCI 

Robot failure 
LP3 4 6 [15, 15] 47 UCI 

Robot failure 
LP4 3 6 [15, 15] 47 UCI 

Wafer 2 6 [104, 198] 1194 UCR 
Australian 

sign language 
signs 

95 22 [45, 136] 2565 UCI 

Japanese 
vowels 9 12 [7, 29] 640 UCI 

ECG 2 2 [39, 152] 200 Olszewski 

 
preprocessed data are 0 and 1. Preprocessing can 
avoid the big wave of the signal dominate the small 
wave of the signal, which keeps the rationality of 
comparing with ED effectively. 
4.1.2 Experimental results and analysis 
    Our method is compared with MSD, HULM 
and SEMTS method. MSD extracted a 
multi-dimension shapelets Sj=(s1

(j), s2
(j), … , sr

(j)) 
which consist of multiple shapelets extracted from 
each dimension [12], and r is the dimension of 
MTS. It’s used for early classification before. We 
extend MSD method to shapelet transformation to 
compare with our method. The distance between 
shapelet vector and Mi=(T1

(i), T2
(i), …, Tr

(i)) is a 
vector of distance corresponding with dimension 
and it’s calculated by Eq. (9):  

( ) ( ) ( ) ( )
1 1 2 2( , ) [ ( , ),  ( , ),  ,j i j i

j idist S dist s T dist s T M  

    ( ) ( )( , )]j i
r rdist s T                          (9) 

 

where ( ) ( )

1
( ( , )) ( , ))

r
j i

j i k k
k

sum dist S dist s T


 M  is used 

to compare the similarity between shapelet vector 
and MTS. If sum(dist(S1, M2)) is smaller than  
sum(dist(S2, M2)), the vector of shapelets S1 is more 
similar to M2 than S2. For the method of extending 
shapelets transformation to MSD, shapelet is 
replaced by shapelet vector, and the distance 
between shapelet and UTS is replaced by 
sum(dist(Sj, Mi)). In this case, we change the MTS 
classification question into a UTS classification 
question. As MSD can only compare with datasets 
whose dimensions are in same length, we just use 
dataset Robot failure LP1, Robot failure LP3 and 
Robot failure LP4 by comparison. 
    HULM uses binary stochastic hidden units to 
latent structure in the data. Comparing to the prior 
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models temporal dependencies in the data, the 
advantage of HULM is that it can model very 
complex decision boundaries. 
    SEMTS proposed a shapelet discovery 
technique that allows efficient candidates evalua-
tion in multivariate time series forest. It’s the first 
attempt to generalize shapelet discovery to multi- 
dimensional time series by teaming up a set of 
decision trees based on majority voting. After 
generating a set of tree in each dimension, it 
classified each dimension and chose the highest 
accuracy of each dimension as final accuracy. The 
code is available in Ref. [30]. 
    Extreme gradient boosting (XGBoost) 
classifier is used for all of the experiments. The 
results of the comparison between MSD, EFEST- 
XGBoost, HULM and SEMTS method are gathered 
in Table 2 and Figure 8. It is clear that the EFEST 
method is more accurate than MSD, HULM and 
SEMTS method. For each common data, our 
method has better accuracy in total. More 
particularly, the accuracy based on our method for 
Robot failure LP4 is 100%. Comparing with the 
MTS in the same dimension, MSD didn’t consider 
the relationship of dimensions. Moreover, the 
shapelets in shapelet vector are all in the same 
location. When the length of time series is in 
different dimensions, MSD method is invalid. For 
our method, the key feature which is used to 
translate into distance has no restrictions of 
dimension and location. 
 
Table 2 Accuracy comparison of different method 

Dataset MSD- 
XGBoost HULM SEMTS EFEST- 

XGBoost 
Robot failure LP1 0.63 0.87 0.30 0.90 

Robot failure LP3 0.67 0.80 0.25 0.83 

Robot failure LP4 0.77 0.85 0.33 1.00 

Wafer − 0.89 0.75 0.89 
Australian sign 
language signs − 0.62 0.10 0.64 

Japanese vowels − 0.75 0.27 0.93 

ECG − 0.75 0.60 0.67 

 
    Therefore, the highest quality of subsequence 
can be extracted. SEMTS method makes an 
assumption that individual dimensions are 
independent. It didn’t consider the relevance of 
dimensions. The multi-length indexing of SEMTS 

 

 
Figure 8 Accuracy comparison of different methods 
 
Table 3 Testing accuracy of complex classifiers 

Dataset EFEST- 
Gaussian 

EFEST- 
k-Neightbor 

EFEST- 
XGBoost 

Robot failure LP1 0.81 0.72 0.90 

Robot failure LP3 0.50 0.50 0.83 

Robot failure LP4 0.88 1.00 1.00 

Wafer 0.82 0.82 0.89 
Australian sign 
language signs 0.625 0.625 0.64 

Japanese vowels 0.90 0.94 0.93 

ECG 0.60 0.60 0.67 

 
method is used to reduce the computation, and it 
has no change in accuracy due to skipping some of 
the length. For almost all of the datasets, our 
method is better than HULM. Though the 
performance of two methods is quite similarly, the 
interpretability of our method is better than HULM. 
Shapelets extracted by our method are 
comprehensible and can offer insight into the 
problem domain. By drawing the dot of shapelets, 
the key wave feature can be seen. To sum up, the 
advantage of our method is decreasing the influence 
of dimension to extracted features. In addition, 
clustering shapelets, which reduces the number of 
shapelets, will increase interpretability of shapelets. 
Though our method is based on a special kind of 
MTS, the experiments illustrate that our method 
apply equally to common datasets and the study on 
MTS’s structure is meaningful. 
    Classifying the transformed data is the second 
important step to complete algorithm. A useful 
classifier can increase the accuracy sharply. We 
compare the precision rate based on classifiers 
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XGBoost, k-Nearest Neighbor and Naive Bayes. 
XGBoost is based on gradient boosting which is in 
terms of systems optimization and principles in 
machine learning. With great improvement, 
regularization is added to loss function in XGBoost 
to establish the objective function and avoid 
overfitting [13]. The naive Bayes classifier greatly 
simplifies learning by assuming that features are 
independent on given class [31]. Although 
independence is generally a poor assumption, in 
practice, Naive Bayes often shows the accuracies 
for classifier XGBoost, k-Nearest Neighbor and 
Naive Bayes on common data. The Gaussian has 
the worst accuracy on average, and XGBoost 
classifier has great advantage than other two 
classifiers. To sum up, our method combining with 
XGBoost shows excellent accuracy. 
    We add feature of similarity numbers to train 
data. In this section, Table 4 presents the accuracies 
of XGBoost, k-Neighbor and Gaussian on 
transformed  data added feature of similarity 
numbers. For the datasets Robot failure LP3, Robot 
failure LP4, Wafer, Australian sign language signs, 
Japanese vowels and ECG, adding feature has no 
advantage to accuracy. For the datasets Robot 
failure LP1, adding feature is more precise than 
without adding feature based on XGBoost and 
Guassian classifier. To conclude, the accuracy of 
adding feature method is influenced by data type 
and classifier. One possible reason is that different 
data types have different responds to feature of 
similarity numbers. If the number of subsequences, 
which is similar to key features in time series, has 
no influence to class, adding 
features is invalid. The possible reason of the less 

precise of adding feature based on k-Neighbor 
classifier is that k-Neighbor needs mass samples. 
    Table 5 presents the running time of extracting 
features based on MSD method and EFEST. The 
running time of generating distance matrix is 
recorded for EFEST. At the same time, we record 
the time of creating candidate shapelets for MSD 
method. For common datasets Robot failure LP1, 
the running time is 53 s for distance matrix, and it 
takes more 11 s than MSD method. For common 
datasets Robot failure LP3 and LP4, they take 14 
and 102 s for distance matrix, respectively. 
However, they take only 10 and 67 s for MSD, 
respectively. The results show that our method has a 
bad performance to reduce time complexity in small 
size common data. It is possible that distance matrix 
is supposed to reduce the calculate amount by 
duplication. For small data set, duplication costs 
more running time than calculation. For big datasets 
of Wafer, Australian sign language signs, Japanese 
vowels and ECG, because the length of UTS is long, 
the variable and the sample number are multiple, 
distance matrix has better performance with 
reducing running time almost on half. The reason is 
that calculation takes much more time than 
duplication for big datasets. Distance matrix can 
replace calculation by duplication on half. 
Therefore, the running time can be reduced on half 
almost. 
 
4.2 Application in anode current signals 
4.2.1 Analysis of anode current signals 
    Aluminum reduction cell, here after referred  
to as the cell ,  is characterized by coupling,  

 
Table 4 Testing accuracy of adding feature 

Algorithm Robot failure 
LP1 

Robot failure 
LP3 

Robot failure 
LP4 Wafer 

Australian 
sign language 

signs 

Japanese 
vowels ECG 

Adding feature of similarity numbers 0.81 0.50 0.88 0.82 0.625 0.90 0.60 

(Gaussian)        

Without adding feature 0.72 0.50 0.88 0.82 0.625 0.90 0.60 

Adding feature of similarity numbers 0.72 0.50 1.00 0.82 0.625 0.94 0.60 

(k-Neighbor)        

Without adding feature 0.63 0.50 1.00 0.82 0.625 0.94 0.60 

Adding feature of similarity numbers 0.90 0.83 1.00 0.89 0.64 0.93 0.67 

(XGBoost)        

Without adding feature 0.81 0.83 1.00 0.89 0.64 0.93 0.67         
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Table 5 Testing training time of distance matrix for common datasets 

Algorithm Robot failure LP1 Robot failure LP3 Robot failure LP4 Wafer Australian sign 
language signs Japanese vowels ECG 

MSD 42 10 67 34802    50221 1800.9 8301 

Distance matrix 53 14 102 17411    25110 1000 4424 

 
randomness, multivariable and severe environment 
[32]. The cell is controlled by the total cell voltage 
adjustment and other auxiliary measures [33, 34]. 
Automatic process control in cell has been the 
standard configuration in modern production lines 
[35]. As the cell is larger, the reduction process 
control is a challenge. Anode current controlled by 
voltage reflects the change of resistance 
components. As a result, it can reflect the local 
characteristics around the anode. Therefore, current 
is an important parameter to provide information 
for aluminum reduction production process. 
    The sketch map of a multi-anode cell is shown 
in Figure 9. Anodes connect each other in parallel 
in aluminum reduction cells. They share one line 
current. The anode reaction releases bubbles which 
form a gaseous layer [34]. The resistance of 
gaseous layer is affected by anode age, orientation 
and inclination [34]. At the same time, the 
resistance of bath is affected by alumina 
concentration, temperature and electrolyte 
composition. The imbalanced local condition of cell 
influences local anode resistance, which results in 
different anode current distributions [34]. 
Multi-dimensional current signal reflects the 
distribution of the current in a cell. Therefore, the 
local cell condition is able to be characterized. 
There are two severe disturbances to the anode 
current, including anode effect and anode 
replacement. 
    The occurrence of AE often starts at one or 
several anodes, then it affects other areas quickly. 
When alumina concentrations decrease, the bubbles 
releasing into anode surface result in big bubble. 
The bubble resistance has great effect on anode 
current. This is the cause of AE. As Figure 10(a) 
shows, the currents in 20 to 40 s sharp rise to 
almost 8 kA, and then it’s restored to normal level 
by decreasing sharply. This allows AE to be 
identified. 
    Anode change (AC) is the most serious 
disturbance to the anode current in aluminum 
reduction cell [35]. Anodes’ shape and height are 
changing with the continual electrochemical 

consumption of carbon in the surface of anode. As a 
result, the resistance is changed [34]. The anode 
changed in time to contain current efficiency. As 
shown in Figure 10(b), in the process of anode 
replacement, the current changes to zero. The 
nearby anode current increases to maintain current 
balance showed in Figure 10(c). 
    As shown in Figure 10, ACS has obvious 
fluctuant features in AE and AC. Taking AC as an 
example, the current of changing anode decreases to 
zero. As consumption of each anode is different, the 
anode to change is not fixed. Therefore, the current 
decreasing to zero don’t occur in only one anode. 
Generally speaking, unlike common MTS whose 
each variable has the same feature for one class, the 
obvious fluctuations are independent on dimension 
for ACS. As a result, ACS are multi-dimension time 
series with dynamic discriminative subsequence 
    In our experiment, the ACS data are collected 
from different 400 kA cells. We selected 39 samples 
among which 24 samples are used for training and 
the rest are used for testing. 
    We randomly split the samples into training set 
and test set. The ACS dataset have 3 classes and 24 
variables. The classes are AE, AC and normal. The 
24 variables stand for 24 anodes currents reflecting 
the distribution of ACS. The length of the sample is 
100 points for 3 min. 
4.2.2 Experimental results and result analysis 
    In Section 4.1, we compare MSD, HULM and 
SEMTS with our method EFEST in common 
datasets. In this section, we use ACS datasets to 
prove the reliability of our experiment results. The 
experiment results are shown in Table 6. Obviously, 
the performance of our method is relatively more 
superior to MSD, HULM and SEMTS. Our method 
has better accuracy of 93%, and the accuracy of 
MSD-XGBoost, HULM and SEMTS is 60%, 88% 
and 67%, respectively. The main reason is that as 
shown in Figure 11, MSD proposed shapelet vector 
extracted from each dimension, and compared the 
distance between shapelet vector and MTS in 
the homologous dimension. It judges the similarity  
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Figure 9 Sketch map of multi-anode cell 
 

  
Figure 10 Disturbance of AE in ACS (a) and AC in ACS 
(b, c) 

of MTSA and MTSB by distance which is the total 
distance of UTS in the same dimension. The 
distance of two MTS is smaller, and the two MTS 
are more similar. For two ACS in the same class of 
AC, key features which stand for the class AC are 
not in the same dimension. In other words, the 
similar shape of two MTS isn’t always in the same 
dimension. Therefore, it’s meaningless to calculate 
distance of UTS in the same dimension. Therefore, 
MSD didn’t consider the structure of MTS whose 
discriminative subsequence is not restricted to 
dimension. For our method, the key feature is 
extracted to stand for the class of MTS. By 
calculating the distance between key features and 
each sample in MST dataset, the dataset will be 
well gathered. It can increase the accuracy of 
classification. 
 
Table 6 Accuracy in classification with MSD, HULM, 
SEMTS, EFEST method on XGBoost classifiers to ACS 
datasets 

Classifier MSD-XGoost HULM SEMTS EFEST- 
XGBoost 

Accuracy 
in ACS 0.60 0.88 0.67 0.93 

 
    SEMTS makes an assumption that individual 
dimensions are independent. Therefore, SEMTS 
provides one tree for each of the dimensions. After 
classifying each dimension by shapelet tree, 
SEMTS chooses the highest accuracy as the final 
accuracy. It performs badly in datasets whose 
dimensions are relative to each other. For ACS 
dataset, if we want to discovery tree in each 
dimension, information gain is used to measure the 
goodness of a candidate shapelet. The candidate 
shapelets are chosen from all samples in each 
dimension. As shown in Figure 9, the key feature 
which can distinguish well is not restricted to  
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Figure 11 An example of two ACS in same class AC 
 
dimension. If we assess candidate shapelet in one 
dimension, the key feature will have low 
information gain. In other words, the key feature 
can’t be identified by information gain. As a result, 
we can’t extract the key feature from candidate 
shapelet. In our method, we assess the candidate 
shapelet in all dimensions. Therefore, the key 
feature will be well extracted. Comparing with 
HULM, the advantage of our method is that it has 
better interpretability. Shapelets extracted from our 
method are comprehensible and can offer insight 
into the problem domain. 
    In Section 3.4, a novel feature of similarity 
numbers is added to training data. In this section, 
Table 7 presents the accuracies of XGBoost, 
k-Neighbor and Gaussian on transformed data 
which is added feature of similarity numbers. For 
classifier k-Neighbor and Gaussian, adding feature 
has little influence on accuracy. However, for 
classifier XGBoost, adding feature of similarity 
number presents the best accuracy in 93% of ACS 
datasets. In Section 4.1.2, we conclude that adding 
feature of similarity numbers is not always valid for 
increasing accuracy for every data. If the number of 
key feature has little influence on class, it’s invalid. 
In this section, we can conclude that classifier 
XGBoost performs better accuracy with adding 
feature. To conclusion, adding feature combining 
with XGBoost classifier will increase the accuracy 
of data whose key features’ number influence  

Table 7 Testing accuracy of complex classifiers 

Classifier Without adding 
feature 

Adding feature of 
number 

Gaussian 0.66 0.66 

k-Neighbor 0.80 0.80 

XGBoost 0.87 0.93 

 
classifying. 
    Adding feature in XGBoost classifier for ACS 
datasets can increase accuracy, and the reasons are 
described as follows. Firstly, key feature can’t 
identify the time series with one key feature and 
time series with multi key features for ACS with 
class AE. The number of time series which are 
similar to key feature as a new feature can enhance 
reliability of EFEST algorithm. Secondly, the 
classifier of XGBoost can ignore the influence of 
the dominant role of big wave signal to small wave 
signal. For instance, when the value of feature of 
similarity numbers is bigger than the one of 
distance, the feature of similarity numbers will 
dominate the result of classification. Therefore, 
XGBoost classifier will increase accuracy for 
adding feature method. 
    Lately, we compare the running time of 
EFEST and MSD in extracting features. For ACS 
datasets, MSD method takes 22508 s to generate 
candidate shapelets. However, our method takes 
11462 s to generate distance matrix. The results 
basically confirm our assumption of reducing 
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running time on half. ACS datasets have 24 samples 
and 24 dimensions. The length of time series in 
ACS and shapelets are 100 and 30, respectively. 
Therefore, ACS are big datasets with 40896 
candidate shapelets. The more the candidate 
shapelets, the more the time is taken to calculate 
than duplicate distance between candidate shapelets. 
Therefore, the experiment shows the advantage of 
distance matrix in reducing running time. In  
Section 4.1.2, we test running time of extracted 
feature in MSD method and our method. The test 
results show a bad performance on common 
datasets in small size. In this section, we prove that 
distance matrix can reduce complexity of 
calculation in big datasets. 
 
5 Conclusions and future work 
 
    In this work, a concept of MTS with dynamic 
discriminative subsequence was proposed. We 
extracted new features with extended shapelet 
transformation method to classify this kind of MTS. 
Firstly, key features in one class for all dimension 
were extracted. Secondly, to increase the reliability 
of our algorithm, a feature of similarity numbers 
was added to transformed data. Thirdly, distance 
matrix was used to extract shapelets and cluster to 
reduce complexity of calculating. Based on the 
proposed approach, the influence of dimension on 
classifying MTS was eliminated. 
    In order to evaluate the proposed approaches, 
we gave experimental analyses using 7 common 
datasets and the ACS datasets. MSD, HULM and 
SEMTS methods were used to compare with our 
method. The results of experiment demonstrated 
that our method had a better performance than other 
three methods, and our method not only was 
adaptive to ACS datasets, but also performed well 
in common datasets. In addition, we pointed out the 
necessity of distance matrix and adding feature of 
similarity numbers. Distance matrix reduced the 
running time for big data. Adding feature of 
similarity numbers increased the accuracy of our 
method. The proposed method had a potential 
application in the local cell condition analysis in the 
aluminum reduction process. Moreover, this method 
provided support for intelligent production of 
aluminum reduction. 

    In the future, the influence of anode location 
on extracting key feature in ACS datasets will be 
taken into consideration. Moreover, the proposed 
method will be applied to fault location, fault 
diagnosis and prediction of signal trend. 
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中文导读 
 

一种基于动态鉴别性序列的多变量时间序列分类方法及在阳极电流信号上的应用 
 
摘要：多变量时间序列的分类方法是时间序列知识发现的重要组成部分。因此，提出了多种多变量时

间序列分类方法。然而，大部分的多变量时间序列方法都没有考虑鉴别性特征不受维度限制的时间序

列。因此，本文提出了一种基于 shapelet 转换的特征提取方法。首先，从同一类别中的所有维度的候

选 shapelet 中提取核心特征，它代替 k 个 shapelet 计算距离。其次，利用相似数量特征去加强分类的

可靠性。最后，为缩短搜索和聚类 shapelet 的时间使用了距离矩阵。基于公共数据集的实验结果表明

了该方法的有效性，且将实验结果成功地应用于阳极电流信号的分类。 
 
关键词：阳极电流信号；核心特征；距离矩阵；相似数量特征；shapelet 转换 


