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Abstract: Video processing is one challenge in collecting vehicle trajectories from unmanned aerial vehicle (UAV) and road 
boundary estimation is one way to improve the video processing algorithms. However, current methods do not work well for low 
volume road, which is not well-marked and with noises such as vehicle tracks. A fusion-based method termed Dempster-Shafer-based 
road detection (DSRD) is proposed to address this issue. This method detects road boundary by combining multiple information 
sources using Dempster-Shafer theory (DST). In order to test the performance of the proposed method, two field experiments were 
conducted, one of which was on a highway partially covered by snow and another was on a dense traffic highway. The results show 
that DSRD is robust and accurate, whose detection rates are 100% and 99.8% compared with manual detection results. Then, DSRD 
is adopted to improve UAV video processing algorithm, and the vehicle detection and tracking rate are improved by 2.7% and 5.5%, 
respectively. Also, the computation time has decreased by 5% and 8.3% for two experiments, respectively. 
 
Key words: road boundary detection; vehicle detection and tracking; airborne video; unmanned aerial vehicle; Dempster-Shafer 
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1 Introduction 
 

It is widely believed that the smooth operations of 
the intelligent transportation system (ITS) rely heavily on 
the traffic information. At present, different sensors have 
been developed for this purpose, such as microwave 
detectors, GPS and traffic cameras. Among those 
detectors, traffic cameras mounted on airborne platform 
(e.g., helicopters and unmanned aerial vehicle) have been 
considered to be a promising traffic information 
detection method. Compared with video cameras 
mounted on traffic lights, bridges or poles, airborne 
camera could cover large road extent and is flexible to 
employ, which can capture high-resolution spatial- 
temporal traffic information, such as vehicle trajectory, 
lane changes and direct measure of density. 

Helicopter with camera plays an important role in 
traffic flow theory study, which even dates back to 1927 
[1]. Beginning in the late 1990s, many import ideas on 
the use of airborne imagery for traffic study were 
investigated and tested in the field [2−3]. UAV is another 
alternative airborne platform for traffic information 

collection, which shows a promising platform with the 
development of UAV technologies. Compared with 
manned helicopter, it has the characteristics of low 
operating cost, robust maneuverability and high speed 
[4−5]. 

Automatic airborne video processing is one 
challenge in using airborne platform to collect traffic 
information. With the advances of computer vision 
technology, several airborne video processing softwares 
are developed to extract vehicle trajectory for traffic flow 
study [6−7], traffic flow monitoring [8−9] or traffic 
incident detection [5]. Because of the challenges in 
airborne video processing, researchers kept on improving 
the computer vision systems [7, 10]. One way is to focus 
the analysis on the road area, which can remove 
extraneous information out side of the road area leading 
to mismatch of feature points in image registration, or 
vehicle tracking [10]. Another merit is that it could focus 
computation effort on the roadway and improve the 
computation speed. 

This study is inspired by DU and HICKMAN [10], 
in which road mask detection is used to improve vehicle 
detection and tracking. To improve the computer vision 
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system in previous research [5], a robust and fast road 
area detection algorithm is needed. In this work, the road 
to be tracked is a low volume road from cruising UAV 
which causes the failure of the algorithm proposed in  
Ref. [10], which is only suitable for the dense traffic road 
in video from geo-static UAV. Another challenge is that 
the road marks are partly covered by snow, which makes 
most of the current algorithms do not work well. So the 
research aim of the work is to propose a robust and fast 
road estimation method for note-well-marked roads in 
UAV video to improve the airborne video processing 
algorithm. This is one of the continue efforts to improve 
the software used in our previous work [5]. 
 
2 Literature review 
 

A large number of road detection algorithms have 
been developed for various purposes. Videos from 
cameras on different platforms have different 
characteristics, which mainly include ground platform 
(e.g., vehicle) [11], low orbit platform (e.g., helicopter 
and UAV) and high orbit platform (e.g., satellite) [10]. 
The roads in the video from moving vehicle usually have 
vanishing points occupying most part of the imagery, 
while the roads in the video from low orbit platform are 
usually parallel lines with clear road edges. This work 
focus on road boundary detection algorithm for the video 
collected from UAV, only algorithms for this kind of 
video are investigated. 

Most of the road boundary detection algorithms can 
be divided into two categories: feature-based and 
model-base methods. The feature-based methods locate 
the road areas using segmentation methods whereas the 
model-based methods represent the lane boundaries by 
mathematical models. Feature-based methods extract and 
analyze local lane features in order to separate the lane 
from background by pixel. Model-based methods 
normally incorporate various constraints during the 
detection stage to minimize the error and provide a 
simple description of the lane with mathematical models. 

Features commonly used in lane detection are color, 
edge, texture, or hybrid of them. In Ref. [12], a 
color-based scheme was proposed to detect various lanes. 
Although the color is easily extracted, it is also easily 
affected by light changes. Thus, another trend to detect 
road boundary is based on edge features. JANG and 
HONG [13] incorporated the concept of the Hough 
transformation based approach into a line segment 
grouping to find favorable line segments. LIN et al [14] 
found different lane candidates from gradient space 
through morphological operators and Hough transform. 
This method does not work well when the road is not 
well painted. Texture is another useful feature for 
detecting lanes from unstructured road images. In Ref. 

[15], road area is separated according to the difference of 
the texture between the road surface and surrounding 
environment. Usually, a hybrid scheme which integrates 
multiple features together will perform better than single 
one in road boundary detection. 

Compared with the feature-based scheme, the 
model-based scheme performs more robustly since it can 
collect lots of lane samples with different patterns, 
occlusions, or shadows to construct a good lane detector. 
KLUGE and LAKSHMANAN [16] described a 
likelihood of image shape lane detection algorithm based 
on a deformable template approach. In a similar way, 
NIU [17] used a geometric active-contour model, which 
is a geometric alternative solution to the active- contour 
model to overcome its limitation. However, roads with 
sudden changes in asphalt color would cause problems as 
the road surface is treated as one single object. 

Most of the existing methods mentioned above 
detect road boundary depending on the clues such as 
road color, texture or edges. In Refs. [10] and [18], the 
vehicle motion information is used as a clue for road 
detection, which works well on the busy road. Most of 
these methods work well for specific scenario, such as 
video with vanish point or with enough vehicle 
movement information. The video collected from 
cruising UAV varies in spatial-temporal space, which 
makes most of the methods not robust. Therefore, the 
algorithm based on the fusion information would be 
robust for this kind of video; while some characteristics 
do not work, and others could still support the algorithm 
making a proper decision. 
 
3 Modeling basis 
 

This section is started by introducing the basic idea 
to propose a method based on information fusion. Then, 
the basic concept of Dempster-Shafer theory of evidence 
is presented, which will be used in the next section. 
 
3.1 Concept overview 

Road detection algorithm is a decision making 
process based on various evidences. Generally, the more 
the clues are considered, the more robust the algorithm is. 
Because when some evidences are not available, other 
evidences can still support the decision making. Most of 
the current road detection methods are not based on the 
fusion information. On the contrary, the human vision 
could detect road robustly based on the multisource 
information fusion. For example, human could recognize 
the road area with part of the road marks covered by 
snow and can also distinguish between lanes and vehicle 
traces on the snow ground, depending on the fusion 
information of road color, texture, width and even the 
motion of the vehicles. 
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Dempster-Shafer theory of evidence is an 
information fusion method, which could deal with 
ignorance and missing information. A road boundary 
detection method based on this theory is proposed. 
Kalman filter method is used to keep tracking the road, 
which could give the detection result when the evidence 
is weak. The proposed algorithm should be 
computational efficient and perform robustly under great 
variance of the road color and when part of the road edge 
is covered by snow, which is suitable to process the 
video from the cruising UAV. 
 
3.2 Dempster-Shafer theory of evidence 

Dempster-Shafer theory (DST), first stated by 
Dempster in 1960s and later extended in 1970s by 
SHAFER [19], is capable of representing uncertainty as 
well as ignorance in statistical measurements. DST 
implies a type of uncertainty associated with conditions 
of ambiguity through the data by dealing with ignorance 
and missing information. The method can decrease the 
amount of information uncertainty by applying a 
combination rule to combine the confidence of different 
information sources, resulting in a more precise 
definition of hypothesis. DST is essentially a generalized 
Bayesian statistical theory [19]. 

Assume that f is a variable with a domain set Θ, f 
may also be treated as a question or proposition and Θ is 
a set of proposition or mutually exclusive and exhaustive 
hypothesis [20]. In DST, Θ is called the “frame of 
discernment” which is denoted as Θ={h1, …, hn}. The 
power set of all possible subsets of Θ, including itself 
and the empty set , is 2Θ, i.e., 2Θ= 

1 1 1,{ },{ }, ,{ },{ }, ,{ , , }.n n n nh hh h hh     Usually, 
some sources of information (SOI) are capable of 
providing distinguishable information for some subsets 
of Θ, which is denoted as S, i.e., S2Θ. A mass function, 
also known as a basic belief or basic probability 
assignment, m:2Θ[0, 1] is a function satisfying 
 

( ) 0

( )

( )

0,

1
S

S

m

m S

m S










 

 


 



                                                           (1) 

 
where m(S) is the belief provided by a source of 
information of S, which reflects how strongly the source 
of information supports S. There is no belief for  and 
all assigned mass values sum to unity. The subsets S of Θ 
with non-zero mass values are called focal elements. 
Equation (1) makes DST can handle both compound sets 
and singletons, while probabilistic approaches can only 
handle singleton focal elements. 

Belief and plausibility are two other common 

evidential measures that are derived from the mass 
function as 
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where S and T are subsets of Θ; B and P are belief and 
plausibility of S and T, respectively; B(S) and P(S) 
represent the exact and possible supports to S, 
respectively. The interval [B(S), P(S)] can be interpreted 
as the upper and lower bound of probability. 

DST provides a way to combine the mass values 
assigned by different sources of information. Rule of 
combination fuses the mass functions mi obtained from n 
sources of information, it can be calculated according to 
the following equations: 
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where K represents the degree of conflict given by 
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There are several ways of making the final decision 

using the DST framework. Road boundary detection is a 
classification problem to determine whether the 
candidate is road boundary or not. Hence, the final 
decision is made by selecting the hypothesis that 
produces the maximum aggregation of the mass values 
using the following equation as 
 

arg max ( ( ))AX m A                                                (6) 

 
4 Evidences for road detection 
 

Source of information (SOI) selection is the crucial 
part in application of Dempster-Shafter theory of 
evidence. This section starts by describing the selection 
of SOIs for road boundary detection evidences. Next, the 
details of the SOIs for DST are analyzed, which will be 
used in Section 5. 
 
4.1 Source of information selection 

There are a lot of clues for road boundary decision 
making, such as road surface color, edge and texture. As 
road texture takes more computation resources than road 
color, only road color is considered, which indicates road 
surface material as texture. The video is collected by a 
UAV hovering over a highway section or cruising along 
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the highway according to the planned flight route. So, the 
road direction or the road width will not change suddenly. 
Road direction and width are also considered road 
boundary clues. Thus, the road boundary is detected 
according to the follow clues: 

1)  The color is similar to the road color. On the 
same road section, the color of the road surface usually 
does not change dramatically. 

2)  The road direction is similar to long lines. The 
road boundaries are usually long parallel lines. 

3)  The road width is similar to the predefined one. 
According to the camera lens length and the UAV height, 
the road width in pixel coordinate system could be 
estimated roughly. 

4)  The road parameter is similar to the predicted 
ones using quick Kalman filter model. Road parameters 
in polar coordinates are tracked using Kalman filter 
model. 

If a larger number of the above evidences support 
an edge candidate, this edge would more probably be a 
road boundary. 
 
4.2 Color space 

Red-green-blue (RGB) color space is used for 
several reasons. First, RGB color space ensures 
simplicity, effectiveness and speed, according to the 
recommendations of other researchers [19]. Second, 
RGB color space retains all color information and 
supplys more information than the gray color used in Ref. 
[6]. In the case of large changes in illumination, while 
the clue of color evidence is weak, other evidences such 
as road edge and road boundary tracking results could be 
used to support road boundary estimation. Furthermore, a 
dynamic road color updating scheme mentioned in next 
section is also adopted, which makes the proposed 
method keep tracking the correct road boundary when 
illumination changes suddenly. 

The selection of SOI for road color requires analysis 
of the color distribution of the road area and non-road 
area. Normally, the road area color remains similar for 
the same road, while the non-road area usually varies 
along the road. According to the RGB color channel 
distribution analysis for studied data sets, road area color 
falls in a narrow range for red (R), green (G) and blue (B) 
channel and the variations of the value of B channel are 
smaller than the other two. Thus, the color value of B 
channel is considered an evidence of road surface. So, 
when most of the B channel color values from an area 
fail in this range, this area is very likely to be the road 
surface; or it is very likely not the road surface. The 
range is selected according to the statistic analysis within 
which most of the road surface color values fall in (e.g., 
85%), which could be updated automatically after 
vehicle detection, which will be mentioned later. 

4.3 Voting scheme for road edge detection 
In the video from the camera on UAV cruising 

along the road, lane markings and road curbs separating 
roadside objects such as bushes and builds from the road 
area are important clues of road area. For highway, these 
lines are usually very long and are of the similar 
direction. The probable road edges are the long lines of 
the similar direction and have another side boundary line 
to which the distance is similar to the predefined road 
width. Road edge candidates are selected according to 
the road direction and robust line detection method 
modified from the method proposed in Ref. [13]. The 
algorithm is described as follows. 

For the image I, the set of edge lines E is defined as 
a collection of straight lines named base line as 
 

{ ( , , , )}ii i i iE b l d                                                   (7) 
 
where bi is the ith base line in the line set, i=0, 1, …, 
N−1 and N is the number of edge lines in the set. The 
tuple (θi, ρi, li, di) represents the line as road boundary 
candidate, where θi and ρi are the line parameters in polar 
coordinate system in image I, respectively, which defines 
a line as 
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where li is the length between two farthest endpoints of 
the base line bi. The pixel density of the base line di is 
calculated by the following formula: 
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where pj is the project length of base line segment on x 
axis or y axis in the pixel coordinate in image I, and k is 
the number of the elementary line segment sets of base 
line bi denoted as EBi. 

The algorithm to find base lines is as follows. 
Denote the ith elementary line segment (ELS) as ei and 
the two polar parameters of ei as θ(ei) and ρ(ei), which 
represent the angle and the distance of ei to the original 
point, respectively. Each ei in EBi satisfies the following 
condition as 
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where θb is the angle of bi, Δθb and Δθd are user-specified 
parameters and l(ei) denotes the length of ei. 

An extremely simple and fast method is proposed to 
replace the “lateral distance” calculation in Ref. [13], 
which needs more computation resources. The algorithm 
is as follows: 

Step 1: Create a vector base
iV  and initialize all the 
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elements to 0 and the length of vector N is defines as  

base

if | |
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where h and w are the height and width of image I, 
respectively. 

Step 2: Assign the vector values according to the 
following method, 
 

start es dba ne[ , ] 1i i i V                                                        (12) 
 
where istart and iend are the start and end indexes of vector 

base ,iNV  respectively. 
If base ,i wN istart and iend are assigned by the 

smaller and the bigger x coordinate value of ei; else, istart 
and iend are assigned by the smaller and the bigger y 
coordinate value of ei. 

Step 3: imin and imax are the first index and the last 
index of the non-zero vector element, respectively, si is 
the summary of base ,iV  the pixel density rate is 
calculated as 
 

max min

i
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i i
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The highways studied in this work have the 

following characteristics: locally flat, defined by parallel 
road curbs or markings lengthwise and without sharp 
bends or roundabouts, and the road orientation can be 
determined using the method proposed in Ref. [21]. Let 
Θ define a set of base lines as follows: 
 

[0, ,π] | 0, , }1{ :k k ke k N                  (14) 
 
where θk=ek denotes the orientation of the kth base line; 

k
L is the sum of the length of all base lines having the 

same direction θk, and it is given by 
 

| |, for all
k i i kL e e                                         (15) 
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Θ is divided into two sets (Θmajor and Θminor) according to 

k
L  using the K-means clustering method described in 

Ref. [21], with K=2. The road boundary candidates are as 
follows: 
 

candidate major{ }:k kEE e                                    (17) 
 
where ek is the kth longest of base line in Θmajor, k=0,…
Ncandidate−1 and Ncandidate is the number of edge candidates. 
The length between two parallel base lines is 
 

| |i jd                                                                   (18) 
 
where ρi and ρj are the parameters of base line bi defined 
in Eq. (7). 

4.4 Road estimation using quick Kalman filtering 
Because of the movement of the UAV along the 

road, the edge model parameters of the road boundary 
vary according to time. The road edge parameters 
constitute the state vector as 
 

T
t t( , )t a bx                                                                (19) 

 
where at and bt are the line parameters in Cartesian 
coordinates system transformed from polar coordinate 
system, and at and bt are line slope and intercept, 
respectively. Kalman filter is a fast method which could 
estimate the internal state of a linear dynamic system 
from a series of noisy measurements. Road edge 
parameter is tracked using Kalman filter. 

The state vector at time t+dt is predicted by the 
following equation using the state of vector at time t. The 
state updating and observation equations of the dynamic 
system are as follows: 
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where xt and xt−1 are the edge parameters at time t and 
t−1, respectively; H is the observation matrices; zt is the 
system observation; W(0, Q) is the system noise and v(0, R) 
is the observation noise which both have zero mean, and 
variance matrices Q and R are set to diagonal matrices 
with constant elements; zt is the y coordinate to the point 
on road edge. According to line formula in Cartesian 
coordinates system, H can be expressed as 
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where Z1, …, ZN  are x coordinate values of points on 
the road edge. 
 
5 Dempster-Shafer based road boundary 

detection 
 

As illustrated in Fig. 1, the two crucial steps of 
DSRD are determination of mass values provided by 
SOIs and combination of the mass values to make the 
final decision. In this section, the methods to calculate 
mass values and make the final decision by combining 
the mass values using DST will be described in details. 
 
5.1 Determination of mass values 

In the use of evidence theory, the determination of 
mass functions is a delicate but key point, which is still 
an open issue in evidence theory [22−23]. The mass 
function is usually assumed to be given, e.g. by experts  
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Fig. 1 Flowchart of road boundary detection using DST 

 
[24], or derived from data [23, 25]. Most of the current 
mass function determination methods need sample data 
which have been clustered already. This kind of methods 
cannot be used in this study because of the sharp 
variation of the background outside the road area caused 
by the movement of the camera on cruising UAV. The 
method based on the “distance” of a point from a 
prototypical member is adopted to assign mass function, 
which is used for determining membership function in 
fuzzy theory [26]. 

The mass functions are listed in Table 1. The frame 
of discernment for road boundary detection problem is 
A={C1, C2, C1C2}. C1 is the road edge, C2 is the non- 
road and C1C2 represents the vagueness of both road 
and non-road. The set of SOIs is B={B1, B2, B3, B4, B5}. 
B1 is road color, B2 is road direction, B3 is road width, B4 
and B5 are the variations of road parameters in polar 
coordinate system, which are direction and distance from 
origin point, respectively. m{B1}, m{B2}, m{B3}, m{B4} 
and m{B5} and denoted as Δd and Δρ are the mass values 
 

Table 1 Calculation of probability masses, support and 

plausibility 

A 
m{B1}, 
color 

m{B2}, 
direction 

m{B3}, road 
width 

m{B4},
Δd 

m{B5},
Δρ

C1 road 
edge 

pcolor pdirection Pwidth pΔd pΔρ

C2 
non-road 

1−pcolor (1−pdirection)/2 (1−pwidth)/2 1−pΔd 1−pΔρ

C1C2 0 (1−pdirection)/2 (1−pwidth)/2 0 0 

of B1, B2, B3, B4 and B5, respectively. 
As analyzed in the above section, the road color 

value of B channel is within a narrow range noted as 
[blow, bup]. If most of the color values in an area fall in 
this range, this area is probably road surface. According 
to the tests, the range containing 85% of color values in 
road area is selected, as the range is too large when 100% 
of color value is considered. Denote the percentage of 
color values within [blow, bup] as rcolor, the mass function 
of color for C1 is calculated by 
 

85.0colorcolor  rp                                                      (22) 
 
where 0.85 is an adjusting coefficient, which is set using 
experimental method. The road surface color value is 
within a narrow range and is usually different from 
non-road color. Hence, null probability mass is assigned 
to compound hypotheses of C1 and C2. Since all the 
masses should sum to 1, the probability mass for 
non-road C2 is 1−pcolor. 

The probability masses for road width are 
determined in a similar way. As UAV cruises along the 
planned flight rout, the width of the highway could be 
estimated according to camera lens length and UAV 
height roughly, which is noted as wdesign. If the measured 
width of a pair of lines wmeasure is similar to wdesign, this 
pair of lines would probably be the two sides of a road. 
The measure error of the road width is noted as Emeasure 
and threshold of the maximum measure error is noted as 
Twidth. Then the mass function of road width for C1 is 



J. Cent. South Univ. (2014) 21: 4732−4741 

 

4738

 

calculated by 
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                              (23) 
 

Other objects such as vehicle tracks on the snow 
ground or the edges of buildings along the road may 
have similar direction of the road. So, the left probability 
masses are assigned to C2 and C1C2 equally, which is 
(1−pwidth)/2. 

For road direction, let Dline denote the detected line 
direction, Droad denote the road angle calculated in 
section 4.2, Edirection be the measure error of the road 
angle and Tdirection be the threshold of the maximum 
measure error, the mass function of C1 for road direction 
is calculated by 
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     (24) 
 

The other probability masses are assigned equally to 
C1 and C1C2, which is (1−pdirection)/2. 

The UAV used in this study could record the UAV 
yaw speed and UAV flying speed with high temporal and 
spatial resolution for flying controlling purpose. Because 
the video is from the UAV cruising along the road, the 
movement of the road can be reflected by the movement 
of the camera platform. Denote the UAV yaw speed and 
flying speed as vyaw and vfly, the variation of yaw angle 
speed as Δyaw, the measure error of yaw angle speed as 
ΔEyaw and the threshold of the maximum measure error 
as ΔTyaw, then the mass function of C1 for road direction 
variation is 
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                                (25) 
 
where ρt is the distance from the origin of coordinates of 
the line in polar coordinate system. The variation of ρt 
could be calculated according to Δd and vfly. Denote the 
measure error of ρt as ΔEρ and the threshold of the 
maximum measure error as ΔTρ, then they can be 
calculated according to the follow formula as 
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The mass function of C1 for ρ can be calculated 

according to the follow formula as 
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If Δdir and Δρ of the road edge candidate are similar 

to the values from UAV flight record, it would be 
probably road boundary, or it is not. As all the masses 
should sum to 1, the probability masses for C2 of B4 and 
B5 are 1−pΔdirection and 1−pΔρ, respectively. 
 
5.2 Combining outcomes of SOIs using DST 

To obtain a reliable decision, five different SOIs are 
used, as listed in Table 1. As stated in Section 3, the mass 
values of the individual SOIs can be calculated according 
to Eq. (4). In order to illustrate Dempster’s rule of 
combination which fuses the mass functions obtained 
from multiple source of information, an easy example of 
two sources of information of a road edge candidate is 
given in Table 2. Five sources of information can be 
calculated in a similar way by a recursion process. 
According to Eq. (4), the combinations of the mass 
values for different hypotheses are 
 

0.06+0.32 0.38k                                                     (28) 
 

0.48+0.06
({road boundary}) 0.8710

1 0.38
m  


               (29) 

 
0.04+0.04

({non-road}) 0.1290
1 0.38

m  


                        (30) 

 
0

({road boundary non-road}) 0
1 0.38

m   


         (31) 

 
6 Performance evaluations 
 

In order to evaluate the performance of the 
proposed algorithm, two field experiments were 

 
Table 2 An example of mass values of a road boundary 

candidate 

A m1{B} color m2{B}, direction 

C1 road edge 0.6 0.8 

C2 non-road 0.4 0.1 

C1C2 0 0.1 

conducted, one was on a low volume expressway and 
another was on a highway in urban area. The road 
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boundary detection performance and the effects for 
improving vehicle detection and tracking will be 
analyzed in this section. 
 
6.1 Experiment description 

The algorithm proposed was implemented with 
python using Numpy1.7 and integrated into the software 
TIEP1.0 (Traffic Information Extraction Platform for 
UAV Data1.0), which was developed based on our 
previous study [5]. The UAV used in this experiment is a 
four-rotor helicopter (MD4-1000), which can collect 
video data and flight records. 

The first experiment was conducted on a four-lane 
low volume expressway in the desert area in Shinkiang, 
China. The video data were collected in February, 2012 
after a heavy snow using a cruising UAV which traveled 
about 8 km. In the video, there were vehicle tracks on the 
background as noise and parts of the road marks were 
covered by snow. There were 500 frames selected for 
testing purpose. The second experiment was carried out 
on an eight-lane highway in suburban area in Shanghai, 
China, in July, 2013. The traffic flow rate was higher, 

which was about 2400 vehicles per hour. There were 
1000 frames selected for testing purpose. 
 
6.2 Experiment results 

The proposed algorithm has been tested on a laptop 
computer with two 2.6 GHz processors (Intel i5-3320M). 
If both sides of the road edges are detected correctly 
compared with manual detection results, then road 
boundary is considered to be detected correctly. Because 
the purpose of road detection is to improve the vehicle 
detection and tracking, the road detection does not need 
pixel level of accuracy. If the road boundary covers 
almost all parts of the road area and is accurate enough 
for vehicle detection and tracking, the result can be 
considered to be correct (Fig. 2). The detection quality is 
measured using the well-known notations: TP is the road 
detected correctly, FN is the non-road object detected as 
road, and FP is road not correctly detected as road. Then, 
the detection rate (DR, RD), true positive rate (TPR, RTP) 
and false positive rate (FPR, RFP) are calculated 
according to the following equations: 

 

 
Fig. 2 Experimental results: (a) Input image of Experiment 1; (b) Road boundary detection result of Experiment 1; (c) Input image of 

Experiment 2; (d) Road boundary detection result of Experiment 2 
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where Nroad is the number of frames containing roads, 
Npseudo is the number of frames in which non-road objects 
are detected as roads and Ncorrect is the number of the 
frames in which roads are detected correctly. 

The proposed methods are tested with two field data 
sets mentioned above. In order to compare the effects of 
the factors for road boundary detection, several methods 
modified from the proposed algorithm are tested, in 
which some of the evidences are not considered. As 
shown in Table 3, the proposed algorithm has high 
detection accuracy on both data sets, which is above 98%, 
and the color and width are evidences which can improve 
the detection quality significantly. When road tracking 
information is not considered, the FPR increases  
 
Table 3 Detection analysis of on two data sets 

Method 
Data set 1  Data set 2 

RD/% RTP/% RFP/%  RD/% RTP/% RFP/%

Proposed 

method 
100.00 100.00 0.00  98.00 99.80 0.20

No 

tracking 
96.40 97.57 2.43  96.20 97.96 2.04

No color 96.60 99.38 0.62  96.30 99.79 0.21

No road 

width 
97.20 99.18 0.82  94.60 99.58 0.42

significantly which is caused by the missed detection of 
the road. 

The average computation time of the proposed 
algorithm is about 0.08 s. For the video processing 
method, the frame is retrieved every 6 frames from video 
file. The camera sampling rate is 30 Hz. So, the least 
time for video time processing is 0.2 s. Thus, the 
proposed algorithm is fast enough for real time 
processing. Furthermore, the computation speed could be 
improved by rewriting the algorithm using C++. 
 
6.3 Application of road boundary detection for vehicle 

detection and tracking 
The road boundary detection has many benefits for 

vehicle detection and tracking. Firstly, the image 
registration accuracy could be improved using the 
control points within or near the road boundary. Second, 
the road boundary can be applied to removing false 
detections and to reducing the computation time. 
Furthermore, road surface color can be updated 
dynamically during road detection process, which is 
needed for image segmentation to detect static vehicles 
for cruising UAV. The application of road boundary 
detection in vehicle detection and tracking is shown in 
Fig. 3. 

According to the tests on the two data sets 
mentioned in the above section, the vehicle detection and 
tracking have been improved significantly. By using road 
boundary information, the vehicle detection and tracking 
rate are improved from 90% to 92.7% for data set 1 and 
all static vehicles could be detected successfully. For data 
set 2, the detection rate is improved from 82% to 87.5%. 
Also, the computation time has decreased by 5% and 
8.3% for data sets 1 and 2, respectively. 

 

 
Fig. 3 Flow chart of vehicle detection and tracking 
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7 Conclusions 
 

1) A robust road boundary detection method named 
DSRD is proposed, with ultimate goal to improve vehicle 
detection and tracking in UAV video. DSRD uses 
Dempster-Shafter theory of evidence to detect the road 
boundary using fusion information of road edges, surface 
color, width and road tracking information. 

2) In order to test the performance of the proposed 
algorithm, DSRD was tested with two field data sets. The 
experiments show that DSRD has high accuracy and 
works robustly. 

3) DSRD is integrated as one component of a 
computer vision system for UAV video processing. The 
test results show that the proposed approach could 
improve vehicle detection and tracking accuracy 
significantly, while the computation speed is increased. 

4) UAV is considered a promising traffic 
information collection platform due to its ability to get 
detailed microscopic traffic information, low operation 
cost and convenient deployment. However, processing 
airborne video is still challenging. The rapid 
development of computer vision will supply more robust 
and accurate algorithms for vehicle detection and 
tracking. Other methods to improve the accuracy of 
vehicle trajectories such as filter technology will be 
studied in the near future. Also, the vehicle trajectory 
data collected from UAV will be used for driving 
behavior study. 
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