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Abstract: A novel histogram descriptor for global feature extraction and description was presented. Three elementary primitives for a 
2×2 pixel grid were defined. The complex primitives were computed by matrix transforms. These primitives and equivalence class 
were used for an image to compute the feature image that consisted of three elementary primitives. Histogram was used for the 
transformed image to extract and describe the features. Furthermore, comparisons were made among the novel histogram descriptor, 
the gray histogram and the edge histogram with regard to feature vector dimension and retrieval performance. The experimental 
results show that the novel histogram can not only reduce the effect of noise and illumination change, but also compute the feature 
vector of lower dimension. Furthermore, the system using the novel histogram has better retrieval performance. 
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1 Introduction 
 

Histogram is one of the most important approaches 
to feature extraction and description [1−2]. With simple 
computation and invariance to translation and rotation, 
moreover invariance to scale after being normalized, the 
histogram is one of the commonly used approaches for 
global feature extraction and description [3−6]. However, 
the approach is susceptible to noise and illumination 
change [7−9]. 

Edge histogram [10] is based on research results of 
psychophysiology that human eyes are sensitive to edge 
features for image perception, and extract and describe 
edge features by the frequency and the directionality of 
brightness changes in the image. The information unit in 
the edge histogram is not a pixel, but a primitive 
compared with the gray histogram. Besides, it is not 
sensitive to noise and illumination change. The 
dimension of the texture feature vectors computed by the 
edge histogram is 80. The approach can be used for local 
feature extraction and description. WON et al [11] 
proposed a modified approach. The approach can not 
only extract and describe the local features, but also the 
global features. When the edge histogram and its 
modified version are used for content-based image 
retrieval, retrieval performance of the system can be 

improved greatly [10−11]. However, statistics of 
primitives are computed only in the sub-images, 
regardless of the primitives among the adjacent 
sub-images. 

A two-dimensional histogram descriptor, whose 
idea is similar to that in Refs.[10−11], was presented by 
JHANWAR et al [12]. The approach defines six 
primitives, i.e., z, n, u, c, γ and α. An image is divided 
into a group of 2×2 pixel grids. Then, the primitive of 
each pixel grid is computed. The feature image consists 
of the primitives. Occurrence matrix is used to extract 
and describe the image features. The approach is not 
sensitive to noise and illumination change. 

HE et al [13] presented a histogram descriptor. The 
approach computes the primitives by gray changes in the 
neighborhood of an image pixel, and the primitive for 
each pixel in the image. The histogram is used for the 
feature image to compute statistics of distribution. The 
approach is similar to that in Refs.[10−12]. Besides, it 
solves the problems in Refs.[10−12] effectively. 
However, the dimension of feature vector is high. SHI et 
al [14] presented a texture spectrum histogram descriptor. 
The approach can solve the problems in Ref.[13] 
effectively. It defines primitives by the approach which is 
similar to that in Ref.[13], and computes the feature 
image and statistics of distribution. Besides, the 
primitives are categorized into several equivalence classes 
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by symmetry invariance, which reduces the dimension of 
a feature vector. The approach computes a primitive by 
eight pixels except the center in a 3×3 neighborhood of 
a pixel. Although the approach can reduce the amount of 
different primitives, the used primitive set is only sub-set 
of the set that consists of all primitives in the 3×3 
neighborhood. 

The contribution of this work is to present a novel 
histogram descriptor for global feature extraction and 
description. The approach defines the primitives 
according to Ref.[12], and defines three elementary 
primitives. Three equivalence classes of primitives are 
computed by three elementary primitives and matrix 
transforms. The approach uses the idea that is similar to 
that in Ref.[14], and introduces a transform matrix set 
that contains 19 transform matrix. The primitive class is 
computed for each 2×2 pixel grid in an image, and the 
feature image consists of computed primitives. The 
histogram is used for the feature image to extract and 
describe the features. The approach keeps the merits of 
the approaches in Refs.[12,14], and uses different 
approaches to extract and describe the features. Besides, 
the approach can be used for global feature extraction 
and description. 
 
2 Novel histogram descriptor for global 

feature extraction and description 
 

The novel histogram defines three elementary 
primitives and computes three equivalence classes of 

primitives by matrix transforms. Then, the feature image 
is computed by the equivalence classes. The definition of 
primitives is different from that in the edge histogram. 
Moreover, the approach does not compute the local 
histogram, but the global histogram. 

Assume that f (x, y) denotes an image of size M×N 
and the gray level 256. The centers of pixels are 
connected to form a primitive according to gray values 
from high to low for a 2×2 pixel grid of f (x, y), as 
shown in Fig.1(a). There are 12 primitives for a 2×2 
pixel grid, as shown in Fig.1(b). It is found from Fig.1(b) 
that if the primitives are invariant to rotation and 
symmetry, there will be only three different primitives, 
i.e., (1), (3) and (5). These primitives are called the 
elementary primitives, and denoted as 1, 2, and 3, 
respectively. 

Twelve primitives can be computed by use of 
matrix transforms for three different primitives. The 
matrix transform set contains rotation transforms, 
symmetry transforms, and complex transforms. Here, the 
rotation transforms contains rotation 90˚, 180˚ and 270˚ 
transforms. The symmetry transforms contains symmetry 
to x-axis, y-axis, y=x and y=−x. The elementary 
transform matrices are shown in Fig.2. Twelve complex 
transform matrices can be computed by the composition 
of seven elementary transform matrices, for example, 
rotation 90˚ and symmetry to x-axis. 

Three equivalence classes of primitives can be 
computed by the elementary primitives and matrix 
transforms. If the primitive of a 2×2 pixel grid can be  

 

 
Fig.1 Twelve primitives of 2×2 pixel grids: (a) Primitive of 2×2 pixel grid; (b) Twelve primitives 
 

 
Fig.2 Seven elementary transform matrices 
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transformed into an elementary primitive by one of 19 
transforms, it will be considered to be equivalent to this 
elementary primitive. There are only three equivalence 
classes of primitives as there are only three elementary 
primitives. 

For each 2 × 2 pixel grid of the image, its 
equivalence class of primitive can be computed by use of 
transform matrices for the pixel grid. The feature image 
consisting of the primitives is of size (M−1)×(N−1). 

An image of size 8×8 and its feature image are 
shown in Fig.3. When computing the primitive of a 2×2 
pixel grid, we can find that the primitive of the 2×2 
pixel grid in the real line boundary refers to two kinds of 
elementary primitives, i.e., 2 and 3, and the primitive of 
the 2×2 pixel grid in the dash line boundary refers to 
two kinds of primitives, i.e., 2 and 3. To solve the 
divergence, descending priority is designated for 
elementary primitives 1, 2 and 3. For other cases of a   
2×2 pixel grid, the 2×2 pixel grid is regarded as no 
primitive and expressed as blank area. Finally, the 
feature image is shown in Fig.3(b). The histogram was 
used for the feature image to compute the statistics of 
primitive distribution. 
 
3 Feature extraction and description by 

novel histogram descriptor 
 

The novel histogram was used for each image in the 
database, and then the features were extracted and 
described. Assume that ),( yxf ′ denotes the feature image 
of f (x, y) and SF denotes the feature vector of ),( yxf ′ . 
Then, SF can be defined as 
 
SF={h[k]|k∈[1, 3]}                            (1)  
where h(k) can be denoted as 
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and t(i, j) can be denoted as 
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When a query image is provided, the novel 

histogram is used to extract and describe the image 
features. Euclidean distance was used to measure 
similarity between images. Assume that SFa denotes the 
feature vector of the query image, SFb denotes the feature 
vector of an image in the image database, M denotes the 
dimension of the feature vectors, and LM denotes the 
Euclidean distance between images. Then, LM can be 
defined as 
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If there are similar images, these images will be 

located in the image database and returned to the user in 
descending order. If no matching information is found in 
the feature database, the user will receive a prompting 
message. 
 
4 Experiments and performance analyses 
 

To verify the retrieval performance of content-based 
image retrieval system which uses the novel histogram, 
experiments were conducted on the image database 
which consists of 3 000 medical images from the image 
database of hospital to determine the computation time 
of a feature vector and measure retrieval performance of 
system. All of the images are gray images of size 481×
481, and the numbers of cervical vertebra images, 
cervical disc images and lumbar disc images are all    
1 000. Test codes are compiled by Matlab. Machine 
configuration for test is Intel(R) Pentium(R) Dual CPU 
E2180 2.00 GHz and 1.00 GB memory. 
 
4.1 Computation time of feature vectors 

Thirty images, where each class contains 10 images, 
were selected from the image database. The gray 
histogram, edge histogram and novel histogram were 
used for feature extraction and description. The 
computation time of a feature vector was measured by 
average time. Finally, the computation time of a feature 
vector of three approaches is 0.02, 0.12 and 1.29 s, 
respectively. Taking into account the efficiency of 
retrieval systems, feature extraction and description, 
retrieval are divided into two stages. Furthermore, the 
feature extraction and description of images are carried 
out before retrieval in the image database. 
 
4.2 Retrieval performance of system using novel 

histogram 
Two test sets were formed from the image database. 

Each test set contained 300 images, and the numbers of 
cervical vertebra images, cervical disc images and 
lumbar disc images were 100, respectively. In the first 
test set, 60 images were selected as the basic images 
from the image database. Then, each basic image was 
deformed by three kinds of transformation, including two 
rotations, one scaling, and one translation (see Fig.4(a)). 
In the second test set, 300 images were selected as the 
basic images from the image database (see Fig.4(b)). 
Three different kinds of images were selected from each  
test set to form a query image set. Besides, the similarity 
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Fig.3 8×8 image (a) and its feature image (b) 
 

 
Fig.4 Two sets of test images: (a) The first test set; (b) The second test set 
 
measure was used to measure similarity among images, 
and precision and recall in Ref.[15] were used to 
measure retrieval performance of the system. 

Three test results for the first and second test sets 
are shown in Figs.5 and 6, respectively. The first image 
on the left is a query image. The images on the right are 
the retrieved images when similarity measures are 
carried out among the feature vectors from the gray 
histogram, the edge histogram and the novel histogram 
descriptor, respectively. For the purpose of comparisons, 
the most similar eight images are shown. It can be found 
from Figs.5 and 6 that the retrieval precision of system 
using the novel histogram is higher than that of systems 
using the gray histogram and edge histogram. 

To measure the retrieval performance of the system 
using the novel histogram, the gray histogram, the edge 
histogram and the novel histogram were used for the 
images in the image database, respectively. The 
computed features were stored into the feature database. 
When a query image is provided, the gray histogram, the 
edge histogram and the novel histogram are used to 
extract and describe the features, respectively. Statistical 
analyses are carried out for the former eight images. 
After nine times retrieval tests, the curves of retrieval 
precision and recall at the first test set and the second test 
set are shown in Figs.7 and 8, respectively. The 
horizontal axis of the curves denotes the images where 
the first three are cervical disc images, the middle three 
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Fig.5 Three test results for the first test set 
 
are lumbar disc images and the last three are cervical 
vertebra images.  

It can be found from Figs.7 and 8 that the retrieval 
performance of the system using the gray histogram is 
better than that of the system using the edge histogram, 
and the retrieval performance of the system using the 
novel histogram is better than that of system using the 
gray histogram. The similar conclusions are drawn for 
recall. 
 
5 Conclusions 
 

(1) A novel histogram descriptor for global feature 

extraction and description is presented. The approach 
uses a primary as an elementary information unit to 
reduce the effect of noise and illumination change. It 
uses equivalence class to reduce the dimension of feature 
vector. Then, the histogram is used to extract and 
describe the image features. The dimension of the feature 
rector from the novel histogram is 3. 

(2) The novel histogram can reduce the effect of 
noise and illumination change effectively. 

(3) The feature vector from the novel histogram has 
lower dimension than that of the gray histogram and the 
edge histogram. 

(4) The novel histogram has better retrieval 
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Fig.6 Three test results for the second test set 
 

 
Fig.7 Curves of retrieval precision (a) and recall (b) for the first test 
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Fig.8 Curves of retrieval precision (a) and recall (b) for the second test 
 
performance than the gray histogram and the edge 
histogram, which means that the features from the novel 
histogram have stronger discrimination. 
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