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Abstract: A new grey forecasting model based on BP neural network and Markov chain was proposed. In order to combine the grey 
forecasting model with neural network, an important theorem that the grey differential equation is equivalent to the time response 
model, was proved by analyzing the features of grey forecasting model(GM(1,1)). Based on this, the differential equation parameters 
were included in the network when the BP neural network was constructed, and the neural network was trained by extracting samples 
from grey system’s known data. When BP network was converged, the whitened grey differential equation parameters were extracted 
and then the grey neural network forecasting model (GNNM(1,1)) was built. In order to reduce stochastic phenomenon in 
GNNM(1,1), the state transition probability between two states was defined and the Markov transition matrix was established by 
building the residual sequences between grey forecasting and actual value. Thus, the new grey forecasting model(MNNGM(1,1)) was 
proposed by combining Markov chain with GNNM(1,1). Based on the above discussion, three different approaches were put forward 
for forecasting China electricity demands. By comparing GM(1, 1) and GNNM(1,1) with the proposed model, the results indicate 
that the absolute mean error of MNNGM(1,1) is about 0.4 times of GNNM(1,1) and 0.2 times of GM(1,1), and the mean square error  
of MNNGM(1,1) is about 0.25 times of GNNM(1,1) and 0.1 times of GM(1,1).  
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1 Introduction 
 

Energy demand forecasting is very important to 
formulate energy policy of country, especially for those 
countries whose energy demand is growing quickly. 
With the rapid development of China’s economy, energy 
demand is surging, especially for the electricity demand. 
Accurately forecast electricity demand is the basis of 
economic planning, which is important not only for the 
electricity sectors, but also for the consumers. 

Because there are numerous uncertainties in the 
electricity demand forecasting, these factors have 
determined that electricity demand forecasting is a 
complex process. To overcome this problem, DENG[1] 
proposed the grey forecasting model to study the system 
development tendency by using only few previous data. 
In recent years, the grey forecasting model has also been 
successfully employed in various fields such as 
traffic[2−3], electric power[4−6], chemistry[7] and 
satisfactory results have been obtained. 

Although grey forecasting model has been widely 
adopted, its forecasting performance must be improved. 
The grey forecasting model is composed of exponential 
function[8−9]. For being infected by various random 
factors, the predictive accuracy and anti-jamming ability 
of grey forecasting model were reduced. To improve 
forecast accuracy and meet the actual demand, a new 

grey forecasting model based on BP neural network and 
Markov chain (MNNGM(1,1)) was proposed. Moreover, 
the proposed model was applied to forecating the 
electricity demand.  
 
2 Traditional grey forecasting model 

GM(1,1) 
 

The most commonly used grey forecasting model 
GM(1,1) consists of a single variable, and a first-order 
differential equation is adopted to match the data 
generated by the technique of accumulation generating 
operations(AGOs). For multi-variables grey forecasting 
model GM(1,N), its basic principle is the same as that of 
GM(1,1). GM(1,1) is the major research object for this 
research. The algorithm of GM(1,1) can be expressed as 
follows.  

1) Listing the sequence corresponding to system 
variables. 

(0) (0) (0) (0) (0)( (1), (2), (3), , ( ))x x x x x n= L  

2) Establishing the one-time AGO sequence: 
 

(1) (0)

1
( ) ( )

k

m
x k x m

=
= ∑  

(1) (1) (1) (1) (1)( (1), (2), (3), , ( ))x x x x x n= L = 
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(0) (1) (0) (1) (0)( (1), (1) (2), , ( 1) ( ))x x x x n x n+ − +L  

 
3) Establishing the grey differential equation: 
 

(1)
(1)d ( ) ( )

d
x k ax k u

t
+ =  

This is a one-order one-variable differential 
equation model, so it is called GM(1,1), where a is the 
developing coefficient and b is the grey input. 

4) Solving this equation parameter approximation 
(whitened value). 

The above equation parameter vector is Tˆ [ , ]a u=a . 
The values of parameters can be estimated by the 
least-squares error method as 

T T 1 Tˆ [ , ] ( ) Na u −= =a B B B y  

where  

(1) (1)

(1) (1)

(1) (1)

1 ( (1) (2)) 1
2
1 ( (2) (3)) 1
2

1 ( ( 1) ( )) 1
2

x x

x x

x n x n

⎡ ⎤− +⎢ ⎥
⎢ ⎥
⎢ ⎥− +⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥
− − +⎢ ⎥⎣ ⎦

M M

B  

(0) (0) (0) T[ (2), (3), , ( )]N x x x n= Ly  

5) Getting the time response function of GM(1,1). 
When x changes slowly, the interval unchanged 

value can be calculated for time response function. The 
approximate relationship on time of (1)x  is presented as 
follows: 

(1) (0)ˆ ( 1) ( (1) )e anu ux n x
a a

−+ = − +  

(1) (1)(0) (1)x x=  

6) Predicting the value of x(0)(k+1). 
The predicted value of x(0)(k+1) can be estimated as 
 

(0) (1) (1)ˆ ˆ ˆ( 1) ( 1) ( )x k x k x k+ = + −  

3 New grey forecasting model based on 
neural network and Markov chain 
(MNNGM(1,1)) 

 
From the above algorithm GM(1,1) it can be found 

that changing sequence of numbers into differential 
equation model is the purpose of grey system model. 
Therefore a BP neural network can be constructed to 

whiten the grey differential equation. The differential 
equation parameters can be included in the network 
when the BP neural network is constructed. Extracted 
samples from the known data of grey system are used to 
train BP neural network. When BP network converges, 
the whitened grey differential equation parameters will 
be extracted. Thus, the accuracy and determined 
differential equation can be established and continuous 
system model can be achieved to increase the forecasting 
precision. 

Moreover, there are a lot of stochastic phenomena 
in the process of the system development,  the existence 
of these phenomenon reduces the accuracy of the grey 
forecasting model. However, Markov chain can be used 
to explain the stochastic phenomenon[10−11]. Grey 
forecasting model combined with Markov chain can 
reduce the random factor effects with the right model, 
thus it greatly reduces the stochastic effects of grey 
forecasting model. 

 
3.1 Establishing the grey neural network forcasting 

model GNNM(1,1) 
1) Using BP neural network to improve GM(1,1) 

and establish GNNM(1,1). 
In order to facilitate the presentation, the grey 

symbols were changed as follows. The original sequence 
(0) ( )x t  can be expressed as x(t), one-time AGO 

sequence (1) ( )x t  can be expressed as y(t), the 
forecasting value (1)ˆ ( )x t  can be expressed as z(t), 
where t∈(0, N−1). 

Theorem 1 The grey differential equation is 
equivalent to the time response model. 

Proof The following proves the validity of 
GM(1,1). 

In grey system, grey differential equation GM(1,1) 
can be expressed in the following form: 

 

              
(1)

(1)d ( ) ( )
d

x k ax k u
t

+ =         (1) 

According to previous statements, Eqn.(1) can be 
expressed in the following form: 

 

             d ( ) ( )
d
y k ay k u

t
+ =            (2) 

where a and u are the pending parameters. The time 
response model is: 

       ( ) ( (0) )e atu uz t y
a a

−= − +          (3) 

The discrete response model is 

         ( 1) ( (0) )e aku uz k y
a a

−+ = − +        (4) 

Moreover, the grey differential equation  



LI Cun-bin, et al: A new grey forecasting model based on BP neural network and Markov chain 715

d ( ) ( )
d
y t ay t u

t
+ =  can be solved in the following 

expression: 

               ( ) e at uy t C
a

−= +               (5) 

When t=0, y(0)=x(0), then (0) uC y
a

= − . And 
 

( ) ( (0) )e atu uy t y
a a

−= − +          (6) 

Thus, the theorem is proved. Similarly, the same 
conclusion is applied to GM(1, N).  

In light of these conclusions, the use of time 
response model based on neural network is more 
reasonable. Eqn.(3) is transformed as follows. It is 
mapped to a BP neural network, and then trains the BP 
neural network. When network converges, the 
corresponding equation coefficients are extracted from 
the BP neural network. Thus, an whitened equation can 
be established, and this equation for further research can 
be used or can be solved. 

Eqn.(3) is transformed as follows: 
e 1( ) [( (0) ) ](1 e )

1 e 1 e

at
at

at at
u uz t y
a a

−
−

− −= − + ⋅ +
+ +

=

1 1[( (0) )(1 ) ](1 e )
1 e 1 e

at
at at

u uy
a a

−
− −− − + ⋅ +

+ +
=  

 1 1[( (0) ) (0) 2 ](1 e )
1 e 1 e

at
at at

u uy y
a a

−
− −− − ⋅ + ⋅ ⋅ +

+ +
 (7) 

According to Eqn.(7), the structure of BP neural 
network is shown in Fig.1. 
 

  
Fig.1 Structure of BP neural network structure 

 
Then, the corresponding BP network weights can be 

assigned as follows: 

    

11

21

22

31 32

(0)

1 e at

w a
w y
w p

w w −

=⎧
⎪ = −⎪
⎨ =⎪
⎪ = = +⎩

           (8) 

The threshold of 1y  can be expressed as  

1
(1 e )( (0))at

y
u y
a

θ −= + −           (9) 

Neuron activation function of BP neural network of 
layer L2 can be chosen as Sigmoid function: 

1( ) .
1 e xf x −=

+
 Other layers’ activation function is f(x)=x.  

Through neural network training, weights can be 
corrected repeatedly, equivalent to the whitened 
parameters constant, thereby enhancing the accuracy of 
forecasting. Thus, grey neural network model 
GNNM(1,1) is proposed. 

2) Learning algorithm of GNNM (1,1). 
As grey BP neural network is different from the 

traditional BP neural network, the learning algorithm of 
traditional BP neural network will be improved to adapt 
grey BP neural network. 

There are two points need to be paid attention when 
grey BP neural network is trained. On one side, because 
w21=−y(0) , w21 remains unchanged in training BP neural 
network. On the other side, w31 and w32 can be calculated 
by input data and w11. Specific learning algorithm can be 
stated as follows. 

Step 1 According to the system’s sequence features, 
selecting two smaller values a and u. 

Step 2 According to network weights definition, 
calculating w11, w11

*,w21, w22*,w22, w31 and w32, where 
w11* and w22* are weights of w11 and w22, respectively, 
after being adjusted. 

Step 3 For each mode(t, y(t)) (t=1, 2, 3, …, N) , the 
procedure applied are as follows. 

Step 3.1 Feeding input to layer L1 nodes and 
calculating the nodes of layers L2, L3 and L4.  

Layer L2: 
11

11
1( )

1 e w tb f w t −= =
+

. 

Layer L3: c1=bw21, c2=aw22.  
Layer L4: d=w31c1+w32c2.  
Step 3.2 Calculating the  error of network output 

and desiring output. 
As layer L4 activation function is f(x)=x, f ′(x)=1, the 

error of layer L4 is 
 

( )( ( )) ( )f x d y t d y tε ′= − = −        (10) 
 

The error is reversely transferred to layer L3, layer 
L3 activation function is f(x)=x, the error of layer L3 is 

  11
1 2(1 e )w tε ε ε−= + =          (11) 

Reversely, transferring of layer L3 error to that of 
layer L2, for layer L2 the activation function is 

1( )
1 e xf x −=

+
, the error of layer L2 is 

113 21 1 22 2( ) | ( )x w tf x w wε ε ε=′= + = 

11 11 21 1 22 2( )(1 ( ))( )f w t f w t w wε ε− + = 
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11 11
21 1 22 2

1 1(1 )( )
1 e 1 ew t w t w wε ε− −− +

+ +
   (12) 

 
Step 3.3 Adjusting the connection weights from 

layer L2 to layer L3. 
 

         w22
*=w22−µε2b              (13) 

 
Step 3.4 Adjusting the connection weights from 

layer L1 to layer L2. 
 

w11
*=w11−αε2t             (14) 

 
Step 3.5 Adjusting threshold.  

For 2ub
a

= , w22=b, the adjustment threshold of 

layer L4 is as follows: 

        11 22(1 e )( (0))
2

w t w yθ −= + −        (15) 

Step 4 Repeating step 3 until the error approaches 
to 0 or satisfies the necessary requirements.  
 
3.2 Establishing new grey model MNNGM(1,1) by 

combining GNNM(1,1) with Markov chain 
Using Markov chain to improve GNNM(1,1) and 

establish the proposed grey forecasting model 
MNNGM(1,1), the specific process is as follows. 

As there are residual sequences between grey 
forecasting and actual values, the size and characteristics 
of residual sequences are used to express the influence of 
the stochastic phenomenon. Based on original sequences 
x(0), forecast is made on the series (0)x̂ , then the residual 
sequences between them is 

 

     (0) (0) (0)( (2), (3),ε ε=ε …, (0) T( ))nε       (16) 

were (0) (0) (0)ˆ( ) ( ) ( )k x k x kε = − ，k=2, 3, …, n. 
Markov transition matrix can provide the 

expectations of the possible correction for the prediction 
of the value for the next step. To conduct Markov state 
transition matrix, states are defined for each time step. 
Each state has an interval whose width is equal to a fixed 
portion between the maximum and the minimum of the 
whole residual errors. Then the state of the transmission 
probability can easily be defined. The state transition 
probability from state i to state j after m steps is stated as 
follows: 

     
( )m
ij

ij
i

M
P

M
= ， ,i j =1, 2, …, s         (17) 

where  ( )m
ijM   is the number of state transition from 

state i to state j after m steps and Mi  is the total number 
of state i. Finally, the s-state m-step state transition 
matrix is defined as 

       

( ) ( ) ( )
11 12 1
( ) ( ) ( )

( ) 21 22 2

( ) ( ) ( )
1 2

...

...

...

m m m
s

m m m
m s

m m m
sss s

P P P

P P P

P P P

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

R
M M M M

       (18) 

The arbitrary state of the transfer matrix can be 
obtained according to Eqn.(16), through the analysis of 
trends and patterns of transmission probability, the 
probability of the next state can be predicted. Defining 
the centers of each state as vi(i=1, 2…, s) and the 
possibility of each transition state as wi(i=1,2, …, s), 
then, the next step predictive value is stated as follows: 

         (0)

1
ˆ ( 1)

s

i i
i

n vε λ
=

+ =∑             (19) 

where  λi is the corresponding weight for the state i. 

Usually, λi can be estimated as[12]: .
max( )

i
i

i

w
w

λ =  

Therefore, the predicted values of GNNM(1,1) can be 
amended as follows: 

     (0) (0) (0)ˆˆ( 1) ( 1) ( 1)x n x n nε′ + = + + +      (20) 

Through the above analysis, MNNGM(1,1) is 
finally established by combining Markov chain with 
GNNM(1,1). On one hand, the prediction accuracy are 
enhanced, on the other hand, the influence of stochastic 
phenomenon for forecasting values is reduced, thus the 
system forecasting accuracy is improved.  
 
4 Example analysis 
 

To demonstrate the effectiveness and accuracy of 
the proposed grey forecasting model, GM (1,1), GNNM 
(1,1), MNNGM (1,1) were applied to China electricity 
demand forecast, respectively. The data were collected 
from China Statistical Annual[12]. The three models were 
used to forecast and analyze China electricity demand 
during 1990−1998’s to compare the effectiveness of each 
model, as well as the difference accuracy of forecasting, 
while the 1999−2001 data were used as testing data set. 

In order to compare the difference accuracy of three 
model forecasting, three evaluation criteria were used[13]: 
the relative error (ER), the mean square error (EMS), and 
the absolute mean error (EAM). The formula for ER is  

       R
ˆ( ) ( )

( )
x k x kE

x k
−=            (21) 

where  x(k) is the actual value at time k and ˆ( )x k  is 
the predicted value. The formula for EMS is  
 

         2
MS

1

1 ˆ( ( ) ( ))
n

k
E x k x k

n =
= −∑        (22) 
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where  n is the number of data used for forecasting. The 
formula for EAM is 

         AM
1

1 ˆ| ( ) ( ) |
n

k
E x k x k

n =
= −∑         (23) 

 
Based on the above analysis of GM (1,1), GNNM 

(1,1) and MNNGM (1,1), the three models were built and 
the relative error were analyzed according to data during 
1990−1998, where using 1990−1998’s data as model 
building data set and 1999−2001’s data as ex-post testing 
set. The observed and forecasted values are shown in 
Table 1 to compare the three model’s accuracy and relative 
error. Using data in 1999−2001 as data set to compare the 
three models’ accuracy and relative error. The 
corresponding calculated results are shown in Table 2. 

From Table 1 it can be seen that three models 
present quite satisfactory forecasting results.  By 
comparing the relative error, the relative error of 
GNNM(1,1) is smaller than that of GM(1,1). For BP 
neural, the improved network GM(1,1) and the 
convergence rate have more precise prediction. Moreover, 
MNNGM(1,1) has higher precise prediction than 

GNNM(1,1).  
Table 3 shows EMS and EAM of the three models. It 

can be seen from Table 2 that MNNGM (1,1) has higher 
forecasting accuracy according to different criteria. For 
example, in 1999−2001, EAM of MNNGM(1,1) is about 
0.4 times of GNNM(1,1) and 0.2 times of GM(1,1). In 
other words, the forecasting accuracy of MNNGM(1,1) 
is about 2.5 times of GNNM(1,1) and 5 times of GM(1,1) 
for China electricity demand. While EMS of 
MNNGM(1,1) is about 0.25 times of GNNM(1,1) and 
0.1 times of GM(1,1). This proves the effectiveness and 
accuracy of MNNGM(1,1) algorithm. 

Figs.2−4 show the forecasting results of the three 
models respectively. From Fig.2 it can be seen that 
although GM(1,1) has the better forecasting precision in 
1990−1996, the accuracy starts to decline obviously after 
1996. In Fig.3, the forecasting curve of GNNM(1,1) is 
more close to observed curve than the curve of GM(1,1), 
especially the forecasted value after 1998. From Fig.4 it 
can be seen that MNNGM(1,1) has the highest 
forecasting accuracy. 

 
Table 1 Observed and forecasted electricity demands during 1990−2001 using three different approaches in China 

GM(1,1) GNNM(1,1) MNNGM(1,1) 
 Year 

Observed 
value/ 
(kW·h) 

Forecasted 
value/(kW·h)

ER/%
Forecasted 

value/(kW·h) 
ER/%

 Forecasted 
value/(kW·h) 

ER/%

1990  6 230.0  6 230.0   0 6 230.0 0 6 230.0 0 

1991  6 775.0 6 951.4 2.60 6 927.1 2.25 6 919.3 2.13

1992  7 542.0 7 703.4 2.14 7 681.5 1.85 7 619.7 1.03

1993  8 426.5 8 187.8 −2.83 8 214.9 −2.51 8 410.5 −0.19

1994  9 260.4 8 886.2 −4.04 9 013.1 −2.67 9 091.6 −1.82

1995  10 023.4  9 644.1 −3.78 9 344.2 −3.01 9 783.3 −2.40

1996  10 764.3 10 466.7 −2.76 10 475.8 −2.68 10 488.4 −2.56

1997  11 284.4 11 359.5 0.67 11 211.1 −0.65 11 213.7 −0.63

Model 
building 

stage: 
1990−1998 

1998  11 598.4 12 328.4 6.29 12 179.5   5.01

 

11 970.6  3.21

1999 12 305.2 13 379.9 8.73 13 069.4 6.21  12 773.9 3.81

2000 13 471.4 14 521.2 7.79 14 012.9 4.02  13 641.8 1.26

Ex-post 
testing 
stage: 

1999−2001 2001 14 633.5 15 759.8 7.70 14 303.6 −2.25  14 594.9 −0.26

 
Table 2 Error analytical results of different forecasted models 

GM(1,1) GNNM(1,1) MNNGM(1,1) 

Stage EAM/ 
(108 kW·h) 

EMS/ 
 (1016 kW2·h2)

EAM/ 
(108 kW·h) 

EMS/ 
(1016 kW2·h2)

EAM/ 
(108 kW·h) 

EMS/ 
(1016 kW2·h2)

1990−1998 270.53 114 232.48 263.67 115 131.14 151.74 19 280.25 

1999−2001 1 083.60 844 603.94 545.20 328 685.97 225.90 83 401.94 
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Fig.2 Forecasting results of GM(1,1) 

 

 
Fig.3 Forecasting results of GNNM(1,1) 

 

 
Fig.4 Forecasting results of MNNGM(1,1) 

 
 
5 Conclusions 
 

1) The grey neural network forecast model is built 
by combining grey forecasting model with neural 
network, which expands the application scope of GM(1,1) 

and improves the forecasting precision. 
2) The grey differential equation is equivalent to the 

time response model is proved, which provides the 
foundation for combining grey forecasting model with 
BP neural network. Moreover, the corresponding 
learning algorithm is proposed. 

3) To build the proposed grey forecasting model 
MNNGM(1,1), GNNM(1,1) is improved by using 
Markov chain. Considering the random factors, the 
proposed model has more realistic applications. 

4) Other than the stochastic phenomenon of grey 
forecast model, there exist some periodic phenomena. 
The future work is to improve this problem and enhance 
the model’s robustness. 
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