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Period of Arnold transformation and its application in image scrambling 
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Abstract: With the security problem of image information as the background, some more properties of the period 
of Arnold transformation of two-dimension were studied by means of introducing a integer sequence. Some new re- 
suits are obtained. Two interesting conjectures on the period of Arnold transformation are given. When making dig- 
ital images scrambling by Arnold transformation, it is important to know the period of the transformation for the im- 
age. As the application of the theory, a new method for computing the periods at last are proposed. 
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1 INTRODUCTION 

The security and crypto-guard of image infor- 
mation has emerged as an exciting and important 
research field as more and more image information 
has to be spread on the Internet. The scrambling 
technology is one of the basic means for covering 
huge image information m. There are many trans- 
formations that have been studied and used in im- 
age hiding or scrambling in recent yeara. In Ref. 
[-2, 3], Arnold transformation (or Arnold'  s cat 
map) was used for covering of image information. 
Because the periodicity is one of the most impor- 
tant properties, a lot of researches have been made 
on the periods and applications of Arnold transfor- 
mation [4-1°]. Dyson et al r4] got some upper bounds 
and some lower bounds of the period ran of Arnold 
transformation, and they obtained a formula of mN 
f o r N w a s  of 5 k. In Ref. [,10] we got some more 
veracious upper bounds of the period for prime 
numbers N. 

It is to be noted that the period of Arnoldrs cat 
map or the upper bounds and lower bounds of the 
period were also useful in the study of dynamics of 
some mechanical system and chaotic dynam- 
iesE4, n-133. 

But it is still unclear that how the period mN 
changes as N varies. In this paper, we study some 
properties of the period of Arnold transformation 
by dint of introducing a integer sequence, and we 
got some new results. Some of them are generali- 
zations of the results in Ref. [-4]. We also give two 
interesting conjectures on the period of Arnold 
transformation. When making digital images 

scrambling by Arnold transformation, it is impor- 
tant to know the period of the transformation for 
the image. As the application of the theory, a new 
method for computing the periods at last was pro- 
posed. 

2 ARNOLD TRANSFORMATION AND ITS PERIOD 

The Arnold's cat map was introduced by Ar- 
nold, it was associated with a discrete-time flow on 
torus E5'143. It is also called the eat map as well as 
Arnold transformation (two-dimension) by sbme 
references. In this paper, we use the definitions of 
Arnold transformation and its period in Ref. [1]. 
We denote by P(N)  the minimal positive period of 
Arnold transformation for N X N digital image (i. 
e. mod N) ,  sometimes we also denote by p ( N )  a 
period of the transformation. Note that here the 
notation P(N)  represents the notation rnN in Ref. 
[-1,5](see Ref. [-11]). Then it is clear that P (N)  I 
p(N)  ( N > I ) .  The definitions of the conceptions 
and notations which are not explained here can be 
found in Ref. ['-4,10,14,15]. 

We define a sequence {G~} as follows: 
GI=I,G2=3;G.+2=3Gn+I--Gn,n~I (1) 

Therefore, Gn----3Gn+l--Gn+~, for any n ~ l .  (2) 
According to Eqn. 2, G1 and G_~(n>0) can also be 
defined. There are two results as follows in Ref. 
ElO : 

Theorem 1 Suppose n is a positive integer and 
an integer N ~  1, then P ( N )  [ n if and only if 
NI (Gn ,Gn+,--1). 

Theorem 2 Suppose n is a positive integer and 
N > I  is an integer. 
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(1) When n is even,  then P(N)  [n if and only 

if NIG./z ; 
(2) When n is odd,  then P ( N )  In if and only 

if N[ (G(.-1)/2 +G(.+a)/z ). 
To find the expression of P ( N ) ,  N should be 

wrote  in terms of power of its prime factors. Thus  
we must consider the expression of P(N)  when N 
is a power of a prime number. Dyson et al ~3 gave a 
result :  m u = 2 N ,  when N = 5 r ,  namely:  

p ( 5 ~ ) = 1 0 X 5  ~-1. 

In digital image scrambling,  we are more in- 
terested in the situation with N = 2 ~. We prove a 
theorem which is obviously a generalization of the 
above result  of Dyson et al. 

Theorem 3 Suppose k is a positive integer and 
N ~ I  is an integer,  then P(Nk)IN~-~P(N) .  

Theorem 4 Suppose k ~ l  is a integer,  then P 
( 2 ~ ) = 3 X 2  ~-2. 

Theorem 5 Let  p > 2  be a prime number and 
k be a positive integer. If p II Gp<~) , then 

P(pk) = P(p) X p~-~ 
where the notation "a i [[ b" means "b is divided by 

a ~ but  can not be divided by a ~+1". 
A direct corollary of Theorem 5 is as follows: 
Corollary 1 Let  k be a positive integer,  then 

p ( 3 ~ ) = 4 X 3 ~ - ~  ~ 
P ( 5 ~ ) = l O X 5  k-1 ; 
p ( 7 ~ ) = 8 X 7  ~-1. 

Proof  It  follows from some simple calcula- 
tions that P ( 3 ) = 4 ,  P ( 5 ) - - 1 0 ,  P ( 7 ) = 8  and G~= 
21, G ~ = 9 8 7 ,  G a o = 6 7 6 5 .  Thus  3 [IG~, 511G~0, 
7[[G~. Then  P ( 3 ~ ) - - - - 4 X 3 ~ - a , P ( 5 ~ ) = 1 0 X 5 ~ - ~  
and P ( 7 ~ ) 8 X 7  ~-a follow the Theorem 5. 

It is evident that much more corollaries can be 
deduced by Theorem 5. 

For  example,  P ( 2 7 )  = P ( 3  a) = P ( 3 )  × 32 = 
4 X 9 ; P ( 4 9 ) = P ( 7 Z ) = P ( 7 )  X 7 = 8 X 7 .  

3 PROOFS OF THEOREMS 

Let 2`a, 2̀ z be the two roots of the function 

f(x)=x~--3x+l and 2`a>2`2. 

Lemma 1 [~? For  any integer n~O, G. = 1  • 
42 

(2̀ i - i ~ ) .  
Lemma 2 [~°3 For  any integer n, we have 

G~.=G.(G.+a --G.-a)~ 
G2.-1 =(G.--G._~)(G.÷G._~). ( 3 )  

Lemma 3 For  any integers k,  n ~ 0 ,  we have 
2`~" +2`~' = 2  (modG~.) 

Proof We prove it b y  the mathematical in- 

duction. It follows from lemma 1 that  2`~--A~ =4r5 - 
G.. Therefore  

2 [̀"-&2`~- ---- (2`~--2`~)z q- 2 = 5GZ q- 2, 

thus the proposition is valid when k =  1. Now we 
assume that ae~ ±~z~, • ,1 --"z ~-2(modG2~) for all i%k. Be- 

cause 
2`~ +2`~ = (2`~. +2`p) (2`p- , .  + 2 ` p - - . ) -  

(2`p-z). + 2`p-2}.), 

2`~. + 2`~k. __~ 2 • 2 --  2 ~ (modG2.). It completes the 

proof. 
Lemma 4 Let  k,  n and a be positive integers. 

Then  
(1) ( 2 k + l ) [ G .  implies 

2`~ + 2`~" + 2`p--- +2 `p - - .  + . . .  + 

2̀ ~" +2`~" + 1-~- 2k + 1 (mod(2k + 1) 2 ) 

(2) 21G, implies 2[ (2`~ +2`~) ;  

(3) a ~ [G. implies a ~+1 I G . . . .  
Proof (1 )  It  follows from the above lemma 

that 2`~ +2`~m = 2 ( m o d G 2 . ) ,  where i =  1, ... ,k ,  and 
it is not difficult to see that  ( 2 k + 1 ) I G .  implies ~ 

+2`~m~---=2(mod(2k+l)2). Hence we have 
2`~. + 2`~. +2`p-~). +~ .p-  u. + . . .  + 

2̀ ~" +2`~" + 1---~2k+ l ( m o d ( 2 k +  1) 2 ) 
(2)  It can be proved that 2`~ +2`~ is an integer 

by induction. 
(3)  At first we assume the number a is odd, 

say a = 2 i + l .  It follows from lemma 1 that 

G..,  =G(zi+a). = @~(2`~2i+1). _2`~2/+1).) = 

k t t l  ] r ~ l  ¢t2 / " * | 

2` [ , - , .+2`~ , - , .+ . . .  2. z. +2`1 +2"2 + 1 ) .  (4) 
Note a[G. because a k [G.. It follows fromula (1)  
that 

2̀ ~" +2`22~ + .~2 . - . .  + 2`~- . .  + ... + 

A~" +2`~" + l~ -a  (moda z ) ,  

therefore 
a~ ~ +2`p +2`~('--" +a~"- ' "  + . . .  + 

2̀ ~" +2`~" + 1~---=-0 (moda) .  (5) 
Then  ak+l[G,., follows from the condition aiIG. 
and Eqns. (4)  and (5) .  

Now suppose the number is even, say a=2 i • 
( 2 i + 1 ) ,  where i ~ 0  and j ~ l .  Then 

_ _  1 -~d.~21+l). 2`~.~2~+1).)= 
G . . .  = G ~ .  (z~+,>.--~-~(. 1 

_5 (2`~,+,. _2`~,+, .  ) (2`~,+i). +2`~2,+,. ) ... 

• - (Z~+l)._a_2`zi-~(zi+i).~ ii_,2`. 
0.~ '-~ - 2 " - 4 5 "  ~-2 `~)  " 

(~(z~+l).~(2~+a).x (A~ ~-' • (~+l).±~d -~ .(2~+a~.) = t~ 1 I t ' . 2  ] * ' *  / t ~ 2  

G + +.. .  + 
A~" ~ A  ~" ~ 1 "~ ,,2`(2~+a). ~_A(z~+a).,~ / 2 / 1 ' ~  1 / 2 J * * *  

(2`~-~. (z~+~). ÷2`~'-~- (2/+1).) (6) 

Note 2 ] a  and a ~ [G. ,  it follows fromula (2)  that 
for any positive integer l we have 21 (A~'" +A~ ' " ) ,  
hence 

2J [ \"1{](2i-t-1)n /"t2±](21Jcl)n ]~ . . .  ( 2 ` ~ j - 1  (2i+1)n ...t_2`~ j - 1 .  (~iq-1)n) 

(7) 
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In addition, a~lG. and formula (1) imply 
2bm 2b~ 4-A: .Az  + " ' "  + 

2z. +3`~. + 1-~2i 4-1 (mod(2i  + 1) z ) ,  
it follows that 

+Xz + "'" + 

a~ = +2~" 4 - 1 = 0  (mod(2 i  4-1) ). (8) 

Then  a ~+~ [Go..  follows from the condition a ~ I G= 
and Eqns. ( 6 ) - ( 8 ) .  

Lemma 5 Let  n, i ,  k be integers. Then  
(1) G.=G+:G.-,--G,G.-,_: 
(2) G. IG~... 
(1) We prove it inductively. It is obvious that 

when i-----1, the proposition is t rue by the definition 
of the sequence {G.}. Suppose now i > 1  and 

G,=Gi+:G,-i--GiG.-i-1 
T h e n  

Gi+ zG.-i-: --Gi+ : G.-i-z ---- (3Gi+: --Gi )G.-i-: - -  

Gi+ l (3G.-i-x - - G . - i  ) = G i +  l G . - i  - - G i G . - i - 1  = C - . .  

If i ~ 0  we can prove formula (1) similarly. 
(2)  It is not difficult to get the result from the 

following equalities: 

G~.. = ! . ~ ( a ~  - - ~  ) 

1 
- -  ( ~ 1  / # ~ 1  " 2  ~ "*" 
__~(A l  __A~ ) ( k - -1 )n_ l_] (k - -2 )n lnm ~_ 

thus when k is even, then 
G k .  n = G  n ( a [  k - l , n  @-3`2 ( k - l , n  - ~ a [  k-3)n -}- 

A~ ~-a)" 4- "'" 4-2~ --}- A~ ) 
and when k is odd, then 

G,.. =G. (3`~'-'" +3`?-"" +3`~'-'" + 
2~ '-z~" 4- ... 4-2~" +3`~" 4- i ) .  

It is easy to prove that 3 ì -4-3,{ is an integer for any 
positive integer j ,  hence 3,~-D, 4-3,~-z).3,j 4- ... 4- 

1~ ~-:~" is an integer for any k. The  lemma is 
proved. 

Now we prove the theorems stated in the pre- 
vious section. 

Proof of Theorem 3 At first we have 
NI (Gp(~ ,Gp~m+:--1) (9) 

by Theorem 1 for P ( N )  [ P ( N ) .  Then  it follows 
that N[Gv(m and by Lemma 4(3)  we get 

N '  I G~'- '  • v ( ~ >  (10) 
Next  we prove N*[(G~,-~ .v(m+t--1) .  It is 

valid obviously when k----1. Suppose now 
N * [ ( G ~ - : .  v(m+~ --  1). (11) 

Then  N[  (G~,-~. e(m+~ - -  1 ) ,  therefore G~- :e(~+:  

~ 1  (mod N)  for i = 1  , ' "  , N - - l ,  where G~-~p¢~+~ 
= (G~- :v(m+:)q  Thus  we have 

N I (G~--h. p<~+: 4- Gr~=~. v(~+: 4- .." 
+ G ~ - : .  e(m+: + 1 ) .  (12) 

Since 

G~'- : .  p(s>+~ -- i = (Gn'-:  • P(N)+I - -  1) • 
(G~ =~ . p,m+: + G ~  =~ . v,m+: + "'" +Gt¢- :  • p(~+: + 1) ,  
it follows from Eqns. (11) and (12) that 

N ~+: ] ( G ~ - : .  v(m+:--1) .  (13) 

Now we are going to prove Nk+: } (G~-~<m+: - -1 ) .  
For  O ~ j < N - - 1  Lemma 5(1)  implies 

G ( N - j )  • N&-Ip(N)+I ~ G i + I  G ( N - j )  . N~-I p ( N ) q - l - - i -  

GG(N-j> . ~-~ e(m-~ , 
where i is an positive integer. Let  i = ( N - - j - - 1 )  . 
N k-: P ( N )  then 

G ( N - j )  . NkP(N) + : ~ -G(N- - ) - - : )  . Nk- :p (N)+ :  GN~- 'pCN)+I  - -  

G ( N - i - 1 )  . Nk-: P(N) GIV~-: V(N) 

By Lemma 5 ( 2 ) we have GN'-:v(m [ 
G(N-i-:~. ~-:P~m, therefore 

N '  [ G<N-i-:~ • ~-:v<m (14) 
Thus  Eqns. ( 1 0 )  and ( 1 4 )  imply N k+l [ 

G(~-i-l>.~-:e~m G~-:v(m. Thus  by the above 
equality we get 

G ( N - j )  • / ~ - I p ( N ) + I  ~-----G(N-j-:) • Nk-I p(N)+I GN~-I  p(N)+ : - -  

G(N-j-~ • ~-~p(N) G~'-~ec~ (mo d N  k+: ) 
---~--GcN-i-1) • ~-lp(m+:GN'-:v(N+:) (mo d N  k+l ). 

Now let j = 0 , 1 , . . . ,  N - -  2 then we have 

GN & • P( N) -I-1 ~----G(N-1) • N~- I P( N) -F1GNk- I p( N) -k l " 

(modN '+1 ) 

G ( N - 1 )  • /v~-I p (N)+l  ~ -  

G(N-z~. n'-~v(m+l GN'-~ e(m +: (modN k+: ) "'" 
6 2  ` - -  2 ~-:  v(m +: =G~-~p(m +: (modN k-~ ). 

Subst i tute  the last equality for the former one, and 
continue in turn ,  then we get 

G~,. v(m+:--=G~-~(m+: (modN *+: ) 
Thus  it follows from Eqn. ( 1 3 )  that N~+~ I 
(G~' .  e (m+~-  1). This complete the proof of 

N '  [ ( G ~ - : .  v : m + : -  1) (15) 
Finally,  by Eqns. (10) and (15) we have N~[ 

(G~- , .  v:m, G~'-,. e(m+: --  1 ) ,  therefore the proof 
is finished by Theorem 1. 

Proof of Theorem 4 We give two facts as fol- 
lows : 

(1) Let  k > 2  be a integer,  then 2 ~ I[ G~.z '-~ 
( 2 )  If k >  1 be a integer,  then P (2~)  [ 

( 3 ×2 ~-z ) .  

Proof ( 1 )  2 ~ I[ G~ since G3----8. Suppose 2 ~ II 
G~.z,-~ and k > 3 .  By Lemma 1 and Lemma 2 it is 
not difficult to get 

G~. 2'-~ =G~.  ~'-~ (G~. ~'-~+~ --G~. z'-~_: ) = 
2k--3 k--3 G~.¢-~(3`~" +3`~'~ ). 

But by Lemma 3 we have 2~ "~'-~ + 3̀~ "z'-~ 

2 (mod G~), thus it follows that 2 *+1 II G . z  '-~. 
Then  the first fact is proved by the mathematical 
induction. 

(2) It is easy to see the fact is valid when k---- 
2 for P ( 4 ) = 3 .  By Fact (1) we have 2 ~ IGs.z,-~ for 
k > 2 .  Therefore  Theorem 2 (1)  implies P (2~)  I (3 
X2~-2). The  fact (2) is proved. 

Next  we prove the theorem. It is clear that 
P ( 2 Z ) = 3  × 2 z-z and P ( 2  z ) = 3 X 2 z-2. Suppose 

P ( 2 ' ) = 3 × 2  *-~ and k > 3 .  Then  we claim that  
P ( 2 ~ + ~ ) > P ( 2 * ) .  In fact,  from Theorem 1 we 
have 2'+: I (G~,¢z*+:> , G i n " > + : - - 1 )  because P ( 2  *+1 ) 
I P ( 2  ~+: ) ,  thus 2 * I (Ge<~'+~ ,Gv<~'+b+~ -- 1. Again 
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by Theorem 1 we obtain that 
P(2 k) [P(2 k+' ). (16) 

T h e r e f o r e P ( 2 k + l ) ~ P ( 2 k ) .  If P (2  k + l ) = P ( 2  *) 
then P(2 k+~ ) = P(2  k) = 3 X 2 k-2. Thus it follows 
from Theorem 2(1) that 2k IG3.?-3,2~+1 IG3.*-~, 
this is contrary to the Fact ( 1 ) ,  the claim is 
proved. Now the second fact implies P (2k+1) [ 
(3×2k-*) ,  thus there is a positive integer s such 
that 2 k-1 • 3=s  • P(2k+l),  and by Eqn. (16) there 
must be a positive integer t such that P(2 k+~ ) = t  - 
P(2 k) = t • 2 k-z • 3, then it follows that s t =  2. 
Therefore s = l  (otherwise t =  1 and it contradicts 
P(2*+I)~>P(2*)), thus we get P(2*+a)=3X2 *-~. 
This finishes the proof by the mathematical induc- 
tion. 

Proof of Theorem 5 We prove a claim at first 
as follows : 

Claim Let p ~ 2  be a prime number, k a posi- 
tive integer. If p II G~(,,, then p~ II G~*-~. ~,,). 
Proof of the claim. It is trivial when k =  1. Sup- 
pose p~ II G~-,.e(,) and k ~ l .  Let p = 2 i + 1  and 
n = p ~ - ~ P ( p ) ,  where i is a positive integer. It fol- 
lows from Lemma 1 that 

1 (2i+l)n 
Gt, . n = G(  2i+ l )n = ~ ( )t l _ _ ~ 2 i + l ) n )  = 

1 . 

~ v  

~2(i--1)n_.l_12(i--1)n_J_ _.L 12n _.L_ ~2n _.L 1"~ 
1 V ~ 2  [ ' ' ' i ~ l  l 2 / 1 .  

By the condition and Lemma 4(3) we have 
p* II G.,  (17) 

therefore p I G.,  thus it follows from Lemma 4 (1) 
that 

2n 2n A~ q-Az q- l -~p(mod pZ). (18) 
Then Eqns. (17) and (18) imply that p~+a II G~.. ,  
namely pk+~ II G~. ~(,). This completes the proof of 
the claim by induction. 

Next we will prove the theorem by induction. 
It is trivial when k = l .  Suppose P ( p ~ ) = p ~ - ~  • 
P ( p )  and k ~ l .  Then we have that P ( p ~ + ~ ) ~  
P(p~) .  In fact, from Theorem 1 we get P~+~I 
(Gp&+'), Gv(~*+x)+t -- 1 ) ,  thus p~ [ (Gp(~+'), 
Gp&+a)+x --1). Again by Theorem 1 we obtain that 

P(P~) I P(Pk+~ ). (19) 
Therefore P (p~+a)~P  (p~). If P (p~+~) ---- P (p~), 
then P(p~+~ ) ---- P (pk) --- p~-~ • P (p) .  It follows 
from Theorem I that 

This contradicts the claim p* II G,,-, .  ~(,, hence 
p(p~+ 1 ) > p ( p k  ). ( 2 0 )  

By Theorem 3, we have P(p*+~) ]p* • P ( p ) ,  thus 
there is a positive integer a such that p~ • P ( p ) =  
a • P(p*+a),  and by Eqn. (19) there must be a 
positive integer b such that p ( p , + X ) = b .  P ( p ~ ) = b  
• p ~ - ~ P ( p ) ,  then it follows that a b = p .  There- 

fore a = l ,  otherwise b = l  it contradicts Eqn. (20), 
thus we get p ( p k + ~ ) = p k  . p ( p ) .  This completes 
the proof. 

4 CONJECTURES AND APPLICATIONS 

The following conjecture comes from a lot of 
numerical experiments. At least, it is valid for the 
prime numbers which are not very large, i.e. p <  
10 4 or p < 1 0  S (p~>2), by numerical computation. 

Conjecture 1 Let p > 2 be a prime number  
and k a positive integer, then P (p~) = P (p )  × 
pk--1  • 

It seems that both the proof of the above 
proposition and the numerical verifying by compu- 
tation for large prime number p and any positive 
integer k are not trivial. Therefore, Theorem 1.5 
is significative. By the theorem, we need only to 
deal with a simpler thing (if it is sure-enough), 
namely the following conjecture: 

Conjecture 2 Let p~>2 be a prime number, 
then P [[ Gp(p). 

We made the numerical verifying of this prop- 
osition for the prime numbers which are not very 
large (prime numbers p ( 1 0  4 and p ~ 2 ) .  It takes 
about 3 s before our program finishes computation. 
It should be noticed that Gp(p) may be very large, 
thus it is useful to consider Gpcp) mod p and Gp(p) 
mod p2. 

When making digital images scrambling by 
Arnold transformation, it is important to know the 
period of the transformation for the image. As the 
application of the theory, we propose a new meth- 
od for computing the periods next. It is obviously 
suitable for such situations that the values of the 
pixels of the images are not very large, for exam- 
pie, they are less than 10 8 . In the practice of pro- 
cessing of usual images, that may be enough. 

For any N X N image, the positive integer N 
must be factored to one of the following three 
forms 

1) N=2k '  p~2 ...pk. ; 
2) N = 2 p ~  ...pk. ; 
3) N-----pkz2 ...pk.; 

where ki (i = 1 , ' " ,  n) are positive integers (ka ~> 1) 
and p i ~ 2  are prime numbers. Thus P ( N )  can be 
calculated respectively as follows- 

1) P ( N ) = [ P ( 2 )  • 2k, -z,  P ( P 2 )  • P~ 2 - ~ , ' ' ' ,  
p ( p . )  • p~..-,j, 

2) P ( N ) = ~ P ( 2 )  ,P(P2) ° P~*-~,"" , P ( P . )  ° 
p5-1~,  

3) P ( N )  = F P ( p z )  • p~ 2-~, "",  P ( p . )  ° 

where the symbol [a ,  b , ' " , c ~  denotes the lease 
common multiple of a, b, ."  ,c. 

Remark We have proved (in another note) 
that .- 
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if ( N 1 , ' " , N . )  = 1 ,  t hen  P ( N 1  × " "  × N . )  = 

[ P ( N 1 )  , " "  , P ( N . ) - ] .  

E x a m p l e  P ( 2 9 6 3 5 2 ) = [ P ( 2 ) × 8 ,  P ( 3 ) × 9 ,  

P ( 7 ) × 4 9 ] = [ 3 × 8 ,  4 × 9 ,  8 × 4 9 3 = 8 × 9 × 4 9 =  

3 528. 

5 C O N C L U S I O N S  

Some  m o r e  p r o p e r t i e s  of  the  pe r iod  of  A r n o l d  

t r a n s f o r m a t i o n  b y  m e a n s  of i n t roduc ing  a new in te-  

ge r  sequence  we re  s tud ied .  Some  new r e s u l t s  are  

ob ta ined .  Some  of  t h e m  are  gene ra l i z a t i ons  of  the  

r e s u l t s  in Ref.  [ 5 ] .  we  a lso  give two  i n t e r e s t i n g  

con jec tu re s  on  the  per iod .  A s  the  a p p l i c a t i o n  of the  

t h e o r y ,  new m e t h o d  for  c o m p u t i n g  the  pe r i ods  are  

p r o p o s e d .  A s imp le  e x a m p l e  is g iven  to  exp l a in  the  

m e t h o d .  
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