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Abstract

Recent days have seen an apparent shift in most of the organizations moving towards using cloud environment and various
cloud-based services. In order to protect and safeguard the transactions made by organizations over cloud environment, it
is highly essential to provide a secure and robust environmental solution across cloud space. Existing approaches such as
linear regression and support vector machine have been tried to promote cyber-security in the market by performing static
verification of cloud user behaviour in order to identify pre-defined threats. Due to their static nature, these security solutions
are restricted in their functionality. When it comes to access control, the decision making involves performing a permit or block
operation. Also, the earlier methods face difficulties in terms of data protection over the endpoints which are not managed by
the cloud. In order to solve the above-said problems, this paper is focused on designing a novel security solution for cloud
applications using machine learning (ML) approaches. The main objective of this paper is to shape the future generation
of cloud security using one of the ML algorithms such as convolution neural network because CNN can provide automatic
and responsive approaches to enhance security in cloud environment. Instead of focusing only on detecting and identifying
sensitive data patterns, ML can provide solutions which incorporate holistic algorithms for secure enterprise data throughout
all the cloud applications. The proposed ML algorithm is experimented, results are verified and performance is evaluated by

comparing with the existing approaches.

Keywords Machine learning - Cloud security - Malicious threats

1 Introduction

Cloud computing is one form of distributed computing
paradigm that involves using the Internet to deliver a host
of services. The services may be in the form of simple soft-
ware which is developed to perform a specific task, or it
may be an infrastructure that is shared across the Internet
or any software-specific platform that is distributed across
the Internet. Based on the above definition, cloud computing
services can be categorized into three divisions, namely Soft-
ware as a Service (SaaS), Infrastructure as a Service (IaaS)
and Platform as a Service (PaaS). Typical cloud services are
characterized by some common features. An important char-
acteristic of cloud computing is service on demand which
means that the end-user can request for the desired number
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of resources required to cater to the user request. In terms of
SaaS, PaaS and IaaS, the service provides services like soft-
ware, platform and infrastructures in accordance with the
user demand. In all the services, the user’s business data are
uploaded where they comprise of personal information and
business rules. The personal information and the business
rules need to be secured and it increases the user satisfac-
tion. Hence, it is essential to provide security in SaaS, PaaS
and laaS. Not only in services, in terms of unauthorized user,
access permission, link or route, data and data storage, the
security level is very low. Another striking aspect of cloud
computing is that it is highly elastic in nature and thus pro-
vides organizations the flexibility to scale up or scale down
the resources based on demand and hence brings about sub-
stantial cost reductions. Another significant aspect observed
in cloud computing is that the resources are not permanently
attached to the user; rather, the resources are measured at a
highly granular level in terms of its utilization while cater-
ing to the cloud service and is charged based on its usage.
This pay per use concept observed in cloud computing has
significantly cut down the cost invested in procuring static
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resources. These characteristics have seen an apparent shift
of different industries towards using cloud-based services.

Cloud computing deployment models comprise of using
private cloud models such as OpenStack and VM Ware which
cater to internal user requests, public cloud models such
as Microsoft Azure, Google Cloud services and Amazon
Web Services (AWS) and a combination of public and pri-
vate cloud models termed as hybrid cloud models. However,
when public-based cloud services are used, it caters to a
large population base, and as such, the public cloud envi-
ronment is multitenant in nature. The multitenant nature of
cloud environment promotes sharing of information which
in turn increases the threat of accessing other user contents
and information. Several top organizations and industries
still are hesitant to use cloud environment just for the
fear that the business-sensitive information does not get
shared across or compromised while using cloud environ-
ment. This aspect has in turn underlined the significance
and importance of cloud security and the need for having
sophisticated and advanced approaches to promote security
in cloud environment. However, several cloud-based data
encryption standards and policies deployed in recent years
have played a vital role in promoting cloud security. Also,
several access management techniques and advanced tools
for identity detection, management and tracking have pro-
moted enhanced security measures in cloud environment.

Machine learning (ML) is one of the interdisciplinary
areas of artificial intelligence (AI) that is used for imparting
decision-making capabilities into an artificial intelligence-
based system [1]. Machine learning is an extension of
convolution neural networks (CNNs) and enables the device
or system to acquire knowledge to make decision by training
the system with relevant data and making the system well
equipped to handle different scenarios and make smart deci-
sions. The primary advantages of machine learning are that
they help in easy identification of patterns and trends in the
existing flow without any human intervention. Also, the use
of machine learning approaches provides a scope for con-
tinuous improvement especially when the system is volatile
to changing data. Machine learning has been used across a
wide range of applications that handle multivariant and mul-
tidimensional data. The recent trend observed is the fusion of
advanced computing paradigms such as artificial intelligence
and machine learning along with cloud computing to accom-
plish various tasks and also from the perspective of enhancing
cloud security. Several research works are directed towards
using machine learning algorithms and approaches to pro-
mote cloud security as indicated in the surveys conducted by
the authors of [2, 3].

The general convention followed while developing
machine learning-based cloud security models is to train
the model with labelled intrusions and anomalies observed
across the cloud network along with the normal behaviour.
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This is accomplished using several standard datasets and
involves extracting the features of the data and exploiting
these features to study the underlying patterns and behaviour.
Some common datasets available are DRAPA, KDD, UNSW
and ISOT. Several machine learning techniques and clas-
sifiers such as decision trees, regression analysis, support
vector machines (SVM) and naive Bayes classifier are used
in conjunction with other security measures to enhance cloud
security. Most of the machine learning applications are gener-
ally geared towards emerging fields like marketing, finance,
sales and so on. From the literature survey, it is identified that
there is no earlier research works have used CNN for security
applications. The biggest enterprises like Facebook, Sales-
force and Google already use advanced machine learning
for their business to provide cyber-security. Though security
provision is a challenging task, it needs full attention. Hence,
this paper motivated to use advanced machine learning model
CNN for security provision in cloud environment.

1.1 Contribution of the work

e Construct a CNN model for analysing the network traffic
data.

e Initially CNN is used for training the model with a dataset
(UNSW dataset).

e Test the model with a dataset (ISOT dataset).

e Experiment and evaluate the performance by comparing
the obtained results.

A convolution neural network model is created for
analysing the network traffic. Initially the CNN model is
trained with UNSW dataset and will used for testing on
ISOT dataset. Finally the performance is compared in terms
of malicious/abnormal detection rate.

2 Literature review

Despite the apparent shift observed among users and indus-
tries towards using cloud enabled services, cloud security
has been a serious challenge and a topic of long-standing
debate. A detailed analysis and study of several threats in
cloud environment have been carried out in [4, 5]. Current
trends indicate the usage of machine learning approaches to
promote cloud and network security as discussed in [6, 7].
Support vector machine (SVM)-based classifier is deployed
in [8, 9] to enhance cloud security. Another machine learning
classifier is commonly used to promote cloud security, and
using this, cloud anomalies were detected in [10, 11]. Cloud
network anomalies can be easily detected using a machine
learning-based multilayer perceptron-based approach as dis-
cussed in [11]. As discussed in [12, 13], decision tree-based
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machine learning models have also been developed to clas-
sify the anomalies observed in cloud environment.

The authors of [ 14] have explored the possibilities and fea-
sibility of using supervised machine learning algorithms for
promoting security in cloud-based environment. In the work
carried out in [15], the authors have analysed the vulnerabil-
ities and explored the possibilities of securing cloud-based
email systems. The authors in [16] have used an unsupervised
learning-based automated model selection approach in cloud
environment for cloud network analysis and auto-tuning. The
authors of [17] have proposed a fuzzy-based semi-supervised
learning approach for intrusion detection in cloud network.
The authors of [18] have gone to the next level of using
deep learning for cyber-physical intrusion detection across
vehicles. The above works clearly underline the significant
shift in trends towards using machine learning algorithms
for promoting cloud security and also highlights the essen-
tial need for enhancing cloud security. The authors in [2, 3,
5] have used machine learning algorithms for cloud and net-
work security. The authors in [3, 4] provided a detailed survey
about ML-based cloud security. The survey was explained
about the popularity of the ML approaches. The authors in [5]
introduced a general approach derived from ML algorithms
for security. Using the general model, a training process
is carried out to label the abnormal and normal patterns
present in the data. Similarly, while thinking of deep learning
algorithms, the authors in [18] proposed convolution neural
network for analysing different kinds of data such as data,
images and texts posted in the social websites. The convo-
lution neural network is applied on the multimodel data for
learning and classifying the data to provide user certification.
Based on the classification results, the users are evaluated
and categorized. The overall precision obtained using exist-
ing CNN is 79.93%. And the authors in [19] proposed CNN
is proposed for providing security to mobile applications.
The authors proposed CNN for analysing the file directory
for analysing the class files to check whether it is a malicious
code or not. From the experimental results, the accuracy of
code verification is 94%.

3 Limitations

Machine learning-based cloud security systems require huge
volumes of datasets for training. Any new form of data
entering into the system involves intensive training. In order
to develop machine learning-based applications with high
degree of accuracy and precision, it incurs considerable
time and enormous resource utilization. At the same time,
it is highly essential to ensure that the machine learning-
based system is frequently tuned to identify new anomalies
coming across the network. Also, the choice of machine
learning algorithm plays a vital role in predicting the result.

Any change of algorithm when applied over same dataset
may interpret the result differently. Hence, careful choice of
machine learning algorithm is highly needed. Also, machine
learning-based algorithms are highly sensitive to errors and
outlier data. Thus, proper data pre-processing and cleaning
are highly essential.

4 Motivation

The proposed system is developed with an objective to
enhance cloud security across distributed cloud-based envi-
ronment using machine learning techniques. The system
should be robust enough to detect any form of anomalies
intruding into the network and should be smart enough
to diagnose uncharacteristic behavioural patterns observed
across the cloud network. At the same time, the system
should be scalable to adapt to the changes observed across the
cloud environment as well. The primary motivation behind
using machine learning-based approach for cloud security is
that they are highly accurate once they are properly trained
and yield best possible results with high degree of precision
and accuracy. At the same time, the machine learning-based
cloud security system can be easily adaptable to the evolving
changes by mere changing and tuning of input parameters
without changing the core logic. Machine learning algo-
rithms learn the entire input data automatically and extract the
features for classification. Also, the CNN of machine learn-
ing algorithm has a greater number of hidden layers to learn
and fetch the entire features, hidden information and other
additional meta-information of the data. It helps to do accu-
rate classification. Hence, this CNN is suggested as easier
method than the current technologies.

So, this paper focused on implementing the advanced
machine learning method such as convolution neural net-
work (CNN) for analysing and classifying the abnormality.
Various network traffic data are analyzed using CNN for clas-
sifying the data belongs to normal or abnormal activities. If
the traffic data are abnormal, then it will not be permitted in
the network; otherwise, the normal data will be permitted to
transmit in the network.

4.1 Problem statement

The main problem considered in this paper is to provide
security using CNN by analysing the network traffic data.
The objective of this work is to devise a robust and highly
secure machine learning-based cloud security by observing
the data patterns and detecting the outliers and anomalies
observed in the cloud environment using these machine learn-
ing approaches. The primary factor behind using machine
learning-based approach to promote cloud security is to
detect anomalies with high degree of precision and accuracy.
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The dataset is analysed by verifying the data flow rate, time
interval during the communication and other parameters for
identifying the threats occur in the dataset. The mitigation of
the malicious threats is obtained by computing the true posi-
tive, true negative, false positive and false negative measures
over UNSW and ISOT datasets.

The overall environmental structure is illustrated in Fig. 1.
Figure 2 provides the overall architecture of this machine
learning-based cloud security system. The striking aspect
of this system is that it reaps the advantages provided by
advanced decision-making and response techniques provided
by machine learning classifiers and artificial intelligence (AI)
at various points on the cloud network.

As shown in the figure, apart from securing the data and the
underlying cloud environment using conventional antivirus
software, operating system firewalls, etc., this proposed sys-
tem uses the next-generation artificial intelligence methods
to capture the client input and process them even at the entry
point level itself to ensure no anomalous data seep into the
cloud-based system. It must be understood that the security
is provided at three levels, namely at the entry point where
the client request is captured, security at the network edge,
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cloud platform and end point where the application user inter-
face resides. Once the data are pre-processed and fetched
into the system, each of the data packets are subjected to
both encryption and decryption and analysed using machine
learning algorithms to detect and alert anomalous packets.
These packets are then sent across to the cloud layer, thus
ensuring only the relevant packets are transmitted across the
cloud platform.

4.1.1 SVM versus MSVM

SVM classifier can classify only two classes, but MSVM
classifier can classify multiple classes present in the dataset.
Figures 2 and 3 show the SVM classification, whereas Fig. 2
shows the multiclass SVM classifier.

Based on the hyperplane, the SVM classifier classifies
two or more classes. Each hyperplane in MSVM classifies
the data into multiple classes as class 1, class 2, class 3, etc.
In this paper, MSVM is used to classify the multiple classes
obtained from the dataset.
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4.2 Proposed CNN architecture

The proposed system comprises of using machine learn-
ing system-based classification to detect any anomalous
behaviour based on the data analysis across the cloud envi-
ronment. In this case, convolution neural network (CNN)-
based architecture is used for classification of anomalies. The
input information from cloud is fed to the convolution neural
network system. This comprises of applying multiple lay-
ers of pooled resources as convolution layers, and the data
are transformed into several forms across each convolution
stage. The output of CNN comprises of different feature vec-
tors that serve as the input to the multiclass support vector
machine classifier. Generally, the fully connected layer in the
CNN classifies the final vector data where its size is two or

three, and it determines the abnormal classes automatically.
But in this paper, the abnormality is defined as five classes in
terms of source node, destination node, link reliability, time
interval and request—response pattern. The number of output
vector is also more. Hence, to classify the abnormal classes
MSVM is applied on the output vector comes from CNN. It
is well known that the classified result obtained from CNN is
highly accurate. The output vector obtained from the CNN, is
labeled using MSVM to identify the exact class of the data.
This multiclass support vector machine classifier is highly
trained to categorize the events across the cloud platform
based on the data available and when the feature vectors are
provided as inputs, the events in real-time cloud environment
are categorized as normal events and anomalous events.
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Table 1 Meta-data of the data [21]

Parameter Parameter explanation

FIAT Forward interarrival time, the time between two
packets sent forward direction (mean, min, max, std)

BIAT Backward interarrival time, the time between two
packets sent backwards (mean, min, max, std)

FLOWIAT Flow interarrival time, the time between two packets
sent in either direction (mean, min, max, std)

ACTIVE The amount of time a flow was active before going
idle (mean, min, max, std)

IDLE The amount of time a flow was idle before becoming
active (mean, min, max, std)

FB PSEC Flow bytes per second. Flow packets per second.

Duration: the duration of the flow

The architecture of the CNN is illustrated in Fig. 4. The
number of hidden layers is not limited, but in this paper, the
number of hidden layers is varying from 1 to 10. When the
number of hidden layers is 3, it is optimal. Relu is used for
activating all the hidden layers. All the convolution and pool-
ing layers are dense in nature, and the number of dimensions
is 100. While data are processed in the CNN, the size of the
data is reduced from matrix to vectors. Final vector repre-
sents the selected feature vector which is applied to MSVM
for classifying whether the data are normal or abnormal.

4.3 CNN-based network: traffic data analysis

In this paper, the data feed into CNN are network traffic
data. For comparison and performance evaluation, the data
are taken from Habibi Lashkari et al. [20] and used in the
experiment. The data comprise of several features extracted
from the analysis. The data demonstrate the network/Internet
traffic having meta-information on the data which are given in
Table 1. Along with the above parameters, data flow param-
eters also involved. To understand the entire data structure
and the experimental results, a sample model of the data is
given in Fig. 5. The convolution neural network (CNN) has
one input layer, output layer and a greater number of convo-
lutions with pooling layers. As it overfits with the model, the
input port (source IP port) and the output port (destination IP
port) and the protocol fields are removed.

The set of all input data is feed into the input layer, where
it converts the data into convolution vectors. Also, the entire
features of the data are learned by the convolutional and pool-
inglayers. All the convolutional pooling layers are also called
as hidden layers, since they learn and extract the entire hid-
den information from the input data after some iteration of
process. The output node is activated by MSVM function.
MSVM is used to classify the output data using binary clas-
sification such as “Normal” or “Abnormal”.
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In the CNN-MSVM, Keras and TensorFlow is used in the
backend to train the CNN model efficiently. Finally, a cross-
entropy is applied for calculating the loss in order to optimize
the CNN. The proposed model is trained many times with
several iterations. Figure 4 shows the functionality of CNN-
MSVM model for increasing the performance of predicting
the abnormal data and normal data with decreased loss for a
greater number of epochs.

The output obtained using CNN-MSVM method is com-
pared with the various existing supervised machine learning
methods such as LR, SVM, NB and RF (Fig. 6). The per-
formance measures compared with each other are precision,
recall and F-score which determine the efficiency of the clas-
sification ability. The proposed CNN-MSVM has ability to
identify and detect TOR class. Similarly, detecting the NON-
TOR class is also important and classified. From the classified
results, itis identified that the proposed CNN-MSVM method
reduces the number of FP cases for NON-TOR. The compar-
ison result is illustrated in Fig. 7.

4.4 Performance evaluation

Research works focused on creating machine learning for
training and testing various datasets are very less. It is essen-
tial to investigate the robustness of ML models used in vari-
ous real-time applications. This problem is also addressed in
this paper by analysing the performance of ML algorithms
by experiment on three different datasets such as UNSW [22,
23] and ISOT [24]. The above-said datasets are evaluated by
cloud simulations. These datasets provide traffic informa-
tion collected in a big cloud environment as a good example.
To evaluate the performance of the dataset recent and popu-
lar methods such as regression, naive Bayes, decision trees
and support vector machines, these methods have been used
widely in various fields including abnormality classification
and cloud security [4-7, 11].

Initially the methods are trained using the UNSW dataset.
The trained methods are again used to test the UNSW and
ISOT datasets. Both training and testing processes are applied
in the same simulation setup. Not only these two datasets, but
also multiple datasets are applied in the model for training
the ML methods; due to more comprehensiveness in test-
ing the ML methods, it is not been applied in the earlier
research works [25, 26]. This kind of testing of ML methods
can increase the applicability and robustness for real-time
scenarios. The experimental results obtained in this paper
can be used for further research works focused in the similar
supervised ML applications under cloud security and net-
work security. So, it is concentrated and insisting that the
trained ML methods over certain datasets must test different
datasets for verifying ML method’s robustness. Hence, sev-
eral ML methods are trained and labelled for UNSW datasets.
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Fig.5 Sample data

Source IP, source port, destination IP, Destination Port, Protocol, Flow Duration, Flow
Bytes/s, Flow Packets/s, Flow IAT Mean, Flow IAT Std, Flow IAT Max, Flow IAT Min,
Fwd IAT Mean, Fwd IAT Std, Fwd IAT Max, Fwd IAT Min, Bwd IAT Mean, Bwd IAT
Std, Bwd IAT Max, Bwd IAT Min, Active Mean, Active Std, Active Max, Active Min, Idle
Mean, Idle Std, Idle Max, Idle Min, Active Min, Active Std, Active Max, Active Min, Idle
Mean, Idle Std, Idle Max, Idle Min, label, 10.0.2.15, 53913, 216.58.208.46, 80, 6, 435,
0,4597.7011494253,435,0,435,435,0,0,0,0,0,0,0,0,0,0,0,nonTOR.
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Then it will be used for testing other datasets taken from other
research works.

The main dataset UNSW-NB-15 [8] has been created in
Cyber Range Lab at Australian Centre for Cyber Security
(ACCS) which is applied to generate the realistic normal
and abnormal (synthetic contemporary) activities from the
network traffic. The network traffic of 100 GB raw data is
monitored and recorded by a TCP-DUMP tool. The moni-
tored dataset comprises of nine types of malicious activities.

SVM NB RF
Methods

CNN-MSVM

Bro-IDS tool [23] is used with twelve algorithms imple-
mented for generating K number of features (k = 49)
including class label. In order to reduce the computational
complexity, a portion of the dataset is considered for train-
ing process and the remaining portion of the dataset is
taken for testing process. The training and testing datasets
are stored in the name of “UNSW_NBI15_training-set.csv”
and “UNSW_NBI15_testing-set.csv”. These two datasets are
used for implementing and training the ML methods. The size
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Table 2 Dataset information (UNSW)

Dataset Total records Normal Abnormal
Training process 180,000 60,000 120,000
Testing process 83,000 40,000 43,000
Total data size 260,000 95,000 165,000
Data size in % 100 40 60
Table 3 Dataset information (ISOT)

Traffic type Unique flows Percentage
Malicious 56,000 3.5
Normal 170,000 96.5

Total 226,000 100

Table 4 Performance measures used as prediction constraints of ML

Total population Predicted condition Predicted condition

positive negative (normal)
(anomalous)
Positive (1, True positive (TP) False negative (FN)
anomalous)
Negative (0, False positive (FP) True negative (TN)
normal)

of the training dataset is 180,000, and the testing is 83,000
records. The complete statistics of the dataset is given in
Table 2. The table shows the normal as well as abnormal
data packets exist in the dataset and can be used for evaluat-
ing the performance of our proposed approach. The normal
data of ISOT dataset (see Table 3) are taken from [24, 27]. The
abnormal data of ISOT are taken from Traffic Lab at Eric-
sson Research [28] and Lawrence Berkeley National Lab
[29]. The total data are recorded for 4-month time period,
from a network having 22 subnets. The entire details of the
data in ISOT dataset considered for our experiment are given
in Table 3. The total number of malicious data existing in
the ISOT dataset is 56,000, and normal is 170,000, that is,
3.5% of malicious from 100% of total data, and the remain-
ing 96.5% is normal. Hence, the malicious data are less; we
can obtain the malicious from ML classification speedily.
The performance of the ML classification is increased by
binary classification, where 1 indicates the abnormal and 0
indicates the normal. The set of all performance measures
used and calculated from the experiment is given in Table 4.

5 Results and analysis
The ML implementation is experimented over the above-
said datasets and compared with the performance on various

aspects. To experiment the supervised machine learning
methods, two data sets UNSW and ISOT are used. One
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dataset is used for training process, and other dataset is
used for testing process. From the existing SVM method,
it is extended as MSVM for implementation. Also, other
algorithms from ML methods such as J48 in decision trees
[30], naive Bayes [31], logistic regression [32] and various
kernels of SVM such as SVM-RBF, SVM-linear and SVM-
polynomial [8, 30] are chosen for comparison. All these
algorithms are selected from major supervised ML methods,
and all the methods have been used extensively in network
security applications [33, 34]. The training process is applied
using ML method on UNSW dataset using WEKA software
[34]. Finally, the performance of the method is compared
with one another and the results are given in Fig. 8.

The obtained results determine the performance of the
proposed ML method by comparing with the other results
[9, 11]. Figure 8 shows the overall accuracy obtained from
the experiment on UNSW dataset, which is also used by the
existing approaches. It is observed that compared with the
other ML methods the proposed MSVM method obtained
better accuracy (96.45%) and greater value and the lowest
value is obtained using SVM-polynomial method. The rea-
son for the highest accuracy obtained using MSVM is the
feature extraction and selection done by the convolution neu-
ral network, one of the best architectures of the ML methods.
MSVM simply classifies the final feature vector given by
the output layer in the CNN architecture. Including this, the
performance comparison is also obtained by calculating and
comparing separately using TP, FP, TN and FN values (see
Table 4). In the binary classification results, O represents nor-
mal and 1 represents abnormal data packet. The comparison
results using the performance measures are given in Fig. 9.
Figure 9 shows that the % of TP obtained using MSVM is
98.6% for the abnormal data packet and FN is 1.4% for nor-
mal data packet. Also, it is identified that the accuracy of TP
and FN classification using MSVM is high compared with
the other methods. True positive is the measure which classi-
fies the number abnormal data available in the dataset as the
abnormal data correctly. FN is the measure which classifies
the number of abnormal data available in the dataset as nor-
mal data incorrectly. In order to verify the performance of
using TP and FN, the classified output using the implemen-
tation is cross-comparison with the dataset, since the dataset
has pre-classified data. Now the accuracy obtained by calcu-
lating the overall performance is compared with the accuracy
obtained by performance measure calculation. The accuracy
obtained using both the ways is merely equal to one another.
Thus, it identified that the proposed method is efficient and
the implementation procedure is correct.

Similarly, TN and FP calculation-based performance com-
parison is obtained for UNSW dataset using the proposed
CNN-MSVM model given in Fig. 10. It is observed that
the accuracy of TN and FP calculation using CNN-MSVM
classifier is high than the other existing ML models. CNN-
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MSVM classifier obtained 98.3% in classifying normal data
packets. TN is the measure of classifying entire amount of
normal data as normal correctly and it is cross-comparison
with the pre-classified results given in the dataset. Now the
accuracy obtained by calculating the overall performance is
compared with the accuracy obtained by performance mea-
sure calculation. The accuracy obtained using both the ways
is merely equal to one another. Thus, it identified that the
proposed method is efficient and the implementation proce-

dure is correct. Also, it is identified that the value of TP is
increased; due to classifying, the abnormal data packets have
the most importance in security applications.

For large volume of data, and data with a greater number of
features, a probability threshold is used for categorizing the
normal and abnormal data packets. For example, the value 0.5
is used to compare the data. If the final probability of packet
is greater than 0.5, then it is normal, else abnormal. Though
the false negative chances are high in cloud, the probability
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Fig. 11 Varying frequency
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threshold value is assigned from 0.1 to 0.9, and based on
this, the TP and TN are calculated and given in Fig. 11. It is
observed that the threshold value increases; then, the TP rate
increases, where TN decreases. For the threshold values 0.7
and 0.8, the % of TP is high and the accuracy is acceptable.
Hence, it is concluded that the accuracy of identifying nor-
mal packets is 80.9% which is acceptable. From the obtained
results given in Figs. 8, 9, 10 and 11, it is satisfactory on
UNSW dataset regarding training- and testing-based classi-
fication. To verify the robustness of the ML approaches the
experiment is carried out on different scenarios using ISOT
Data set.

The results obtained on ISOT dataset is given in Figs. 12,
13, 14 and 15. The overall accuracy obtained from proposed
CNN-MSVM is compared with the J48, SBM-RBF and LR.
From the compared results, it is noticed that the proposed
CNN-MSVM obtained 98.6% and outperforms than the oth-
ers. The least % of accuracy obtained by LR is 90%. Then
the based on the threshold value the TP rate is calculated and
the result is given in Fig. 8. CNN-MSVM obtained 99.87%
of TN value.

@ Springer
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Figure 12 shows the overall accuracy obtained from the
experiment on ISOT dataset, which is also used by the exist-
ing approaches. It is observed that compared with the other
ML methods, the proposed MSVM method obtained better
accuracy (98.6%) and greater value and the lowest value is
obtained using SVM-RBF method. The reason for the high-
est accuracy obtained using MSVM is the feature extraction
and selection is done by the convolution neural network, one
of the best architectures of the ML methods. MSVM simply
classifies the final feature vector given by the output layer
in the CNN architecture. Including this, the performance
comparison is also obtained by calculating and comparing
separately using TP, FP, TN and FN values (see Table 4).

The binary classification results O represents normal and
1 represents abnormal data packet. The comparison results
using the performance measures are given in Fig. 13. Fig-
ure 13 shows that the % of TP obtained using MSVM is
63.9% which denotes the abnormal data packet and FN is
36.1% of normal data packet. Also, it is identified that the
accuracy of TP and FN classification using MSVM is high
compared with the other methods. True positive is the mea-
sure which classifies the number abnormal data available in
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the dataset as the abnormal data correctly. FN is the measure ~ formance of using TP and FN, the classified output using the
which classifies the number of abnormal data available inthe =~ implementation is cross-comparison with the dataset, since
dataset as normal data incorrectly. In order to verify the per-  the dataset has pre-classified data. Now the accuracy obtained
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by calculating the overall performance is compared with the
accuracy obtained by performance measure calculation. The
accuracy obtained using both the ways is merely equal to
one another. Thus, it identified that the proposed method is
efficient and the implementation procedure is correct.

Similarly, TN and FP calculation-based performance com-
parison is obtained for UNSW dataset using the proposed
CNN-MSVM model given in Fig. 14. It is observed that
the accuracy of TN and FP calculation using CNN-MSVM
classifier is high than the other existing ML models. CNN-
MSVM classifier obtained 99.87% in classifying normal data
packets. TN is the measure of classifying entire amount of
normal data as normal correctly and it is cross-comparison
with the pre-classified results given in the dataset. Now the
accuracy obtained by calculating the overall performance is
compared with the accuracy obtained by performance mea-
sure calculation. The accuracy obtained using both the ways
is merely equal to one another. Thus, it identified that the
proposed method is efficient and the implementation proce-
dure is correct. Also, it is identified that the value of TP is
increased; due to classifying, the abnormal data packets have
the most importance in security applications.

For large volume of data, and data with a greater number of
features, a probability threshold is used for categorizing the
normal and abnormal data packets. For example, the value 0.5
is used to compare the data. If the final probability of packet
is greater than 0.5, then it is normal, else abnormal. Though
the false negative chances are high in cloud, the probability
threshold value is assigned from 0.1 to 0.9, and based on
this, the TP and TN is calculated and given in Fig. 15. It is
observed that the threshold value increases; then, the TP rate
increases, where TN decreases. For the threshold values 0.7
and 0.8, the % of TP is high and the accuracy is acceptable.
Hence, it is concluded that the accuracy of identifying normal
packets is 80.9% which is acceptable. Finally, the proposed
approach analyses the entire dataset and obtained 98.6% of
accuracy in malicious detection in ISOT dataset and 98.87%
of accuracy in UNSW dataset and it is shown in Table 5.

From the obtained results given in Figs. 12, 13, 14 and 15,
it is satisfactory on UNSW dataset regarding training- and
testing-based classification. Like we mentioned earlier in the
paper that verifying the robustness and applicability of ML
models the different experiments are carried out on different
scenarios on ISOT and the results are compared with one
another.

Table 5 Malicious detection accuracy

Dataset Accuracy in malicious detection (%)
UNSW 98.87
ISOT 98.6

@ Springer

6 Conclusion

This paper proposed CNN-MSVM method for network traf-
fic analysis. Since the data travel in various cloud scenarios,
and more than one data centres under various operating con-
ditions, it is necessary to verify the malicious activity over
the data. To do that, the data are deeply analysed. Hence,
extended machine learning method such as CNN-MSVM
is used for providing cloud security. The main objective
of this paper is to identify and detect abnormal activities
by analysing the network traffic data. Two different sets
of data such as TOR and UNSW and ISOT are taken for
experimenting and performance evaluation on CNN-MSVM
method. The experiment is carried out by feeding all the
input data (network traffic data) into the input layer of the
CNN model. The main objective of this work is to provide
a better learning approach for data analytics regarding cloud
security. Also, it is focused on applying extensive amount
of research work using CNN incorporated with MSVM
approach. From the experimental results and performance
comparison, it is identified and concluded that the extended
supervised machine learning methods are highly suitable and
applicable in real-time cloud applications. The efficiency is
verified by experiment on various datasets and identified that
the proposed CNN-MSVM method is satisfactory.

7 Future work

In future, the cloud security is provided using various deep
learning models and the performance is compared.

Some of the other datasets can also be used to verify the
performance of the proposed approach. In future work, it
can be experimented on the following datasets and the per-
formance is evaluated.

e UCI ML datasets: University of California, Irvine, has a
collection of machine learning datasets across many fields.
Within their collection, there are security relevant datasets
if you search for topics such as spam, phishing, etc.

e HTTP dataset CSIC 2010: “The HTTP dataset CSIC 2010
contains thousands of web requests automatically gener-
ated. It can be used for the testing of web attack protection
systems. It was developed at the ‘Information Security
Institute’ of CSIC (Spanish Research National Council)”.

e eXpose: Deep neural network This is an open-source deep
neural network project that attempts to detect malicious
URLs, file paths and registry keys with proper training.
Datasets can be found in the data/model’s directory the in
the sample_scores.json files.

e KDD Cup 1999: Computer network intrusion detection
The goal of the KDD Cup competition in 1999 was to learn
apredictive model (i.e. a classifier) capable of distinguish-
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ing between legitimate and illegitimate connections in a
computer network. This is a link to the large dataset used
for that competition. The other tabs on the page provide
additional context on the data.
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