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1 Introduction

In recent years, coronary artery disease (CAD) has remained 
one of the major causes of death [1], with a high incidence 
and mortality rate. Therefore, accurate diagnosis and risk 
assessment of CAD are crucial. Computed tomography 
angiography (CTA) is a widely used non-invasive imaging 
technique for routine clinical diagnosis of CAD, and the 
image quality is comparable to that of invasive coronary 
angiography (ICA). However, in CTA images, the loca-
tion and severity of stenosis require manual assessment by 
specialized physicians. This assessment process is not only 
time-consuming, but also prone to misdiagnosis and missed 
diagnosis. Hence, achieving high-quality and fully auto-
mated coronary artery segmentation is of paramount impor-
tance. Currently, automated segmentation of CTA images 
still faces various challenges. Firstly, the complex structure 
of coronary arteries consists of branches of varying sizes, 
and their shapes and positions vary among individuals. Sec-
ondly, the similarity in structure and appearance between 
coronary arteries and other vessels can lead to misidentifica-
tion. Lastly, inherent noise and artifacts introduced during 
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Abstract
Automatic segmentation of 3D coronary arteries from computed tomography angiography (CTA) is an indispensable part 
of accurate and efficient coronary artery disease (CAD) diagnosis. However, it remains challenging due to the complex 
anatomy of coronary arteries. Inspired by the denoising diffusion probabilistic model (DDPM), we propose a diffusion-
based multi-attention network for 3D coronary artery segmentation from CTA. The proposed method is called DiffCAS in 
short. DiffCAS utilizes the denoising diffusion of the diffusion model to yield segmentation results. During the denoising 
diffusion, the Swin Transformer is adopted to extract semantic information from CTA images, and an adaptive residual 
feature enhancement (ARFE) module is proposed as denoising encoder in the diffusion model, a feature fusion attention 
(FFA) module is coined to fuse the features from Swin Transformer and ARFE encoders, so as to improve the segmenta-
tion performance. Experimental results and comparisons on the ASOCA and ImageCAS datasets show that the proposed 
DiffCAS outperforms some SOTA networks in terms of Dice coefficient that are 84.41% and 84.59%, on ASOCA dataset 
and ImageCAS dataset, respectively.
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image acquisition can further complicate the segmentation 
task.

In the realm of medical image segmentation, significant 
strides have been witnessed in recent years through the 
application of deep learning methods [2–4]. For instance, 
Yu et al. [5]. proposed the DenseVoxNet, a densely con-
nected convolutional neural network, for automatically seg-
menting vascular structures from 3D MRI. Mou et al. [6]. 
introduced the CS2-Net, a segmentation network leveraging 
a two-channel attention mechanism to grasp intricate rep-
resentations of curvilinear structures. Song et al. [7]. used 
dense blocks and residual blocks to extract representative 
features for coronary artery segmentation. Xia et al. [8]. 
proposed the ER-Net, which preserved spatial edge infor-
mation and improved segmentation performance. Duan et 
al. [9]. designed the ECA-UNet that enabled cross-channel 
interaction and effectively improved the segmentation per-
formance of coronary artery. Dong et al. [10]. proposed a 
multi-level 3D deep learning network for automatic coro-
nary artery segmentation and yielded promising segmen-
tation accuracy. These methods do not take into account 
the complex anatomy of coronary arteries and the effect of 
noise, which severely limits segmentation performance.

Self-attention mechanism derived from Transformer [11] 
has been applied to computer vision tasks, modeling dis-
tant dependencies in sequence-to-sequence tasks. Within 
this framework, the Vision Transformer [12] was proposed. 
This method achieves remarkable performance by using 
Transformer. Many works, such as TransUNet [13], Trans-
BTS [14], TransFuse [15], UNETR [16], MISSFormer [17], 
MedT [18], and MS-TransUnet++ [19], employed Trans-
former to model long-range semantic information present 
in medical images. Zhao et al. [20]. proposed the CA-Net 
for semi-supervised left atrium segmentation from 3D MRI. 
The CA-Net is composed of V-Net and Transformer, which 
can better learn contextual information. Xiang et al. [21]. 
proposed the DeTr-V consisting of V-Net and Transformer 
to segment left atrium. However, due to the computational 
complexity of Transformer structures, there is still room 
for improvement for these methods to extract multi-scale 
features. The Swin UNETR [22] leverages the Swin Trans-
former [23] as an encoder to extract multi-scale features and 
adopts a CNN-based decoder to generate outputs. The Swin 
UNETR effectively captures global dependencies and spa-
tial details in extracting multi-scale features.

The denoising diffusion probabilistic model (DDPM) 
[23, 24] has recently demonstrated exceptional performance 
in various tasks, including image coloring [25], super-res-
olution [26], inpainting [27], and image generation [28]. 
Moreover, diffusion model has proven their utility in seman-
tic segmentation. Baranchuk et al. [29]. showcased the 
applicability of diffusion model in semantic segmentation 

by examining the representations learned by DDPM, which 
captured valuable high-level semantic information for down-
stream visual tasks. Pinaya et al. [30]. proposed a method 
based on diffusion model to detect and segment anomalies 
in brain image. Amit et al. [31]. proposed the SegDiff, based 
on DDPM, for image segmentation. Wu et al. [32]. proposed 
the MedSegDiff by taking use of a DenoisingUNet for 2D 
medical image segmentation. Similarly, Wolleb et al. [33]. 
employed the diffusion model for 2D medical image seg-
mentation by aggregating output results from various diffu-
sion steps using summation during testing. Wu et al. [34]. 
later proposed the MedSegDiff-V2, which incorporates the 
Transformer into the DDPM to improve segmentation per-
formance. These studies underscore the substantial poten-
tial of diffusion model in medical image segmentation and 
yielded satisfactory outcomes. However, diffusion model 
for coronary artery segmentation is seldomly studied and all 
these methods are for segmenting 2D images. Therefore, we 
introduce the DiffCAS, a network that combines diffusion 
model with attention mechanisms for 3D coronary artery 
segmentation in this work.

In the proposed DiffCAS, the denoising diffusion of the 
diffusion model is utilized to yield segmentation results. 
There are two encoders, a decoder and a feature fusion mod-
ule in the DiffCAS. During denoising diffusion, the Swin 
Transformer that serves as a feature encoder extracts seman-
tic information from input images. An adaptive residual fea-
ture enhancement (ARFE) module in the denoising encoder 
receives the features from the noisy image and the Swin 
Transformer and augments the perceptual sensitivity of the 
network to coronary artery details. Since not all features are 
effective in extracting the vessel structure, a feature fusion 
attention (FFA) module is used at the end of the two encod-
ers to select effective features. In the denoising decoder, 
we adopt standard convolution operations while preserving 
skip connections to prevent information loss, and finally 
segmentation accuracy is refined further. In summary, the 
main contributions of this work are as follows:

1) Based on the diffusion model, a novel network, Dif-
fCAS in short, is proposed for segmentation of the 
3D coronary artery from CT angiography (CTA), and 
the Swin Transformer is employed to act as a feature 
encoder in the DiffCAS.

2) An adaptive residual feature enhancement (ARFE) 
module is coined and there are four ARFE modules 
in the denoising encoder of denoising diffusion, the 
denoising encoder aims to enhance the perceptual sensi-
tivity of coronary artery details and capture both global 
and local image features.

3) A feature fusion attention (FFA) module is proposed to 
fuse the features from the feature encoder and denoising 
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encoder, so as to select important features from two 
encoders and enhance the weight of the detailed portion 
of coronary artery.

4) The proposed DiffCAS is validated on two publicly 
available datasets, i.e., the ASOCA and ImageCAS 
datasets, and the results are promising.

The remainder of this paper is organized as follows: the 
details of the proposed DiffCAS are presented in Section 
II. Following that, experiment settings and experimental 
results are reported in Section III, and the conclusion is 
drawn in Section IV.

2 The proposed DiffCAS

2.1 Overview of the DiffCAS

We design our model based on the diffusion model. Gener-
ally, the diffusion model comprises a forward process and a 
reverse process. During the forward process, the segmenta-
tion label x0 gradually adds Gaussian noise through a series 
of steps T. Conversely, in the reverse process, the neural net-
work is trained to recover the original data by reversing the 
noise process, which can be mathematically expressed as:

pθ (x0:T−1|xT ) =
T∏

t=1

pθ (xt−1|xt) (1)

where θ  represents reverse process parameters. Starting 
from a Gaussian noise xT , pθ (xT ) = N(xT ; 0, In×n), where 

I  is the original image, the reverse process transforms the 
latent variable distribution pθ (xT ) into the data distribution 
pθ (x0). In order to be symmetric with the forward process, 
the backward process gradually restores the noisy image to 
achieve the final clear segmentation.

The architecture of the proposed DiffCAS is depicted 
in Fig. 1, which includes two encoders, a single decoder, 
and a feature fusion module. During the denoising diffu-
sion process, the Swin Transformer that serves as a feature 
encoder sends the semantic information from input images 
to the denoising encoder. An adaptive residual feature 
enhancement (ARFE) in the denoising encoder receives the 
features from the noisy image and Swin Transformer and 
enhances the intricate coronary artery details. The feature 
fusion attention (FFA) module is added at the end of the two 
encoders to select important features from two encoders, 
thereby enhancing the weight of the detailed portion of cor-
onary artery. In the denoising decoder, we employ standard 
convolution operations while preserving skip connections to 
mitigate information loss, and consequently segmentation 
accuracy is refined further.

As illustrated in Fig. 1, the denoising process runs in an 
iterative manner, and the prediction result after each itera-
tion can be represented as:

xt−1(xt, I, t) = D
(
FFA

(
EI

t + Ex
t , t

)
, t
)
 (2)

where I  and xt  are inputs at t epoch; xt−1(xt, I, t) repre-
sents the prediction results at t epoch; EI

t  and Ex
t  denote 

the feature encoder and the denoising encoder at t epoch, 
respectively; D means the denoising decoder. Finally, after 
T iterations, the ultimate prediction result x0 is obtained.

Fig. 1 Overall architecture of the proposed DiffCAS
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applied after each module. The output zl  of the l th layer 
can be expressed as:

ẑl = W −MSA
(
LN

(
zl−1

))
+ zl−1 (3)

zl = MLP
(
LN

(
ẑl
))

+ ẑl  (4)

where ẑl  and zl  denote the output features of the W-MSA 
module and the MLP module, respectively; W-MSA denotes 
window based multi-head self-attention using regular win-
dow partitioning configurations.

Similarly, in the second Swin Transformer sub-module, 
denoted as SW-MSA. The output zl+1 of the (l + 1)th layer 
can be expressed as:

ẑl+1 = SW −MSA
(
LN

(
zl
))

+ zl  (5)

zl+1 = MLP
(
LN

(
ẑl+1

))
+ ẑl+1 (6)

where ẑl+1 and zl+1 denote the output features of the SW-
MSA module and the MLP module, respectively; SW-MSA 
denotes window based multi-head self-attention using 
shifted window partitioning configurations.

2.3 ARFE: adaptive residual feature enhancement 
module

In deep learning, as the depth of the network increases, the 
model can capture a broader range of high-level features 

2.2 Swin Transformer: feature encoder

In order to improve the ability of the model to extract seman-
tic features from the original image, the Swin Transformer 
module is employed as the feature encoder. This choice 
leverages robust feature extraction and representation capa-
bilities of Swin Transformer, which allows the model to 
learn global dependencies and contextual information.

Swin Transformer modifies the original multi-head self-
attention (MSA) structure of Transformer. Swin Trans-
former proposes a window-based multi-head attention 
(W-MSA) structure, which decomposes the image into mul-
tiple non-overlapping windows, and calculates its attention 
separately in each window. W-MSA significantly reduces 
the computational complexity compared with the attention 
calculation for the whole image in ViT. At the same time, 
in order to solve the problem that features cannot be trans-
ferred between different windows, Swin Transformer also 
proposes a shifted window-based MSA (SW-MSA) struc-
ture, which transfers feature information in different win-
dows by moving the position of these windows. Compared 
with the traditional Transformer module, it replaces the 
MSA part with W-MSA and SW-MSA structures. The struc-
ture of the Swin Transformer module is depicted in Fig. 2, 
which includes two similar Swin Transformer sub-mod-
ules. In the first Swin Transformer sub-module, W-MSA 
and multi-layer perceptron (MLP) are utilized. In addition, 
a Linear Norm (LN) layer is applied before the W-MSA 
module and the MLP module, and a residual connection is 

Fig. 2 Structure of the swin 
transformer module. W-MSA 
and SW-MSA are multi-head self 
attention modules with regular 
and shifted windowing configura-
tions, respectively
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Fi ∈ RC×H×W×D(i = 1,2, 3,4). Each block comprises a 
3 × 3 × 3 convolutional layer, a normalization layer and a 
ReLU activation function. Finally, two residual operations 
are used to yield feature X3 . The process can be summa-
rized as:

X1 = ReLu (BN (conv3×3×3 (Fi))) (7)

X2 = ReLu (BN (conv3×3×3 (X1))) (8)

X3 = X2 +X1 + conv1×1×1 (Fi) (9)

where conv3×3×3
 represents a convolution operation with 

a 3× 3× 3 kernel, BN  denotes the batch normalization, 
conv1×1×1

 changes the channel size.
The channel attention can reweight different channels 

with adaptive selection of task-relevant information. Spa-
tial attention can reweight different spatial positions, so that 
the network can focus on different regions. Through these 
two modules, more details of the coronary artery can be 
captured, and more important features can be adaptively 
enhanced. Specifically, X3  that obtained from the DLR 

that embody rich semantic information. These features 
play a pivotal role in recognizing semantically significant 
regions in lower-level features. Similarly, lower-level fea-
tures encapsulate abundant spatial information that is help-
ful to reconstruct accurate details in high-level features. 
Given the intricate anatomical structure of coronary artery, 
both high-level and low-level features in the model are cru-
cial for accurate vessel prediction. To this end, we intro-
duce the ARFE module that serves as the denoising encoder. 
This ARFE module leverages both low-level and high-level 
features presented in the network, and adaptively enhances 
semantic features to improve accuracy. The ARFE module 
consists of a dual-layer residual (DLR) component and an 
adaptive feature selection (AFS) part, as illustrated in Fig. 3.

The DLR component incorporates two short skip connec-
tions on the top of convolutions. This improvement better 
exploits both low-level and high-level features to enhance 
the feature perception capability of the network. Following 
the DLR, the AFS takes the feature from the DLR as input 
and augments the input features. The AFS includes channel 
attention and spatial attention, and the detailed structure of 
the two attention modules is shown in Fig. 4. Specifically, 
there are two convolution blocks following an input feature 

Fig. 4 Structure of the channel 
attention and spatial attention
 

Fig. 3 Structure of the ARFE 
module
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Fi+1 = X5 + conv1×1×1 (X) (14)

2.4 FFA: feature fusion attention module

To facilitate better fusion of features from the feature 
encoder and the denoising encoder, inspired by the Efficient 
Attention [35], we design an FFA module. This module per-
forms attention fusion on the last layers of both the feature 
encoder and the denoising encoder, so that the network cap-
tures both global and detail information effectively, and the 
coronary artery segmentation accuracy is improved.

Figure 5 illustrates the architecture of the FFA module. In 
this module, X ∈ Rn×d  is derived from the feature encoder, 
while Y ∈ Rn×d  comes from the denoising encoder. X  and 
Y  are inputs of the FFA module. X  passes through two linear 
layers to form the queries Q ∈ Rn×dk  and keys K ∈ Rdk×n

, and Y  passes through one linear layer to form the values 
V ∈ Rn×dv . Unlike self-attention mechanisms, a multiplica-
tion operation is applied to the softmax-transformed K  and 
V  to obtain G ∈ Rdk×dv  in FFA. Subsequently, the softmax-
transformed Q  is multiplied with G  to yield the final out-
put E ∈ Rn×dv . Through these operations, the module better 
fuses feature from multiple encoders, so that the accuracy of 
coronary artery segmentation is improved.

The following equation characterizes the FFA module:

E (Q,K, V ) = ρq (Q)
(
ρk(K)TV

)
 (15)

where E (Q,K, V ) represents output of the FFA; ρq  and 
ρk  are normalization functions for the Q  and K  features, 
respectively.

component serves as the input to the AFS component, and 
then channel attention and spatial attention are applied to 
X3  in turn. The overall process can be summarized as:

X4 = X3Channel (X3) (10)

X5 = X4Spatial (X4) (11)

where Υ denotes element-wise multiplication, Channel rep-
resents the channel attention module, and Spatial represents 
the spatial attention module. The channel attention mod-
ule takes the feature X3  and separately feeds it into max-
pooling and average-pooling operations to aggregate feature 
information. The features are then input into a shared MLP 
layer to generate channel attention features. The results are 
summed and passed through a sigmoid function to obtain 
the output. This process can be represented by the following 
formula:

Channel (X3) = σ(MLP (AvgPool (X3))

+MLP (MaxPool (X3)))
 (12)

The spatial attention module takes the feature X4  and yields 
two feature maps using two pooling operations. These two 
feature maps are then concatenated, passed through a con-
volutional layer, and further processed through a sigmoid 
function to obtain the spatial attention features. This process 
can be summarized as:

Spatial (X4) =

σ (conv7×7×7 ([AvgPool (X4) ;MaxPool (X4)]))
 (13)

where σ represents the sigmoid activation function, and 
f 7×7×7 denotes the convolution operation with a 7 × 7 × 7 
kernel. Finally, the result is obtained through a residual 
operation. This process can be described as:

Fig. 5 Structure of the FFA 
module
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0.3 to 0.4 mm, with an out-of-plane resolution of 0.625 mm. 
All labels were independently annotated by three experts. 
Among the 40 cases, 25 are used for training, 5 for valida-
tion, and 10 for testing.

ImageCAS is another public large-scale dataset proposed 
by Zeng et al. [37]. , there are a total of 1000 CTA images, 
that were acquired by Siemens 128-slice dual-source scan-
ner. Each 3D CTA image have 512 × 512 × (206–275) vox-
els in size, with a planar resolution of 0.29–0.43 mm2 and a 
spacing of 0.25–0.45 mm. The left coronary artery and the 
right coronary artery were independently labelled by two 
radiologists in each image, and their results were cross-val-
idated. Out of 1000 cases, 700 are used for training, 100 for 
validation and 200 for testing.

3.2 Evaluation metrics

Four metrics are employed to evaluate the segmentation 
performance. Firstly, three classical metrics are quantita-
tively used to evaluate the results: dice similarity coefficient 
(DSC), recall, and precision. All three values range between 
0 and 1, with higher values indicating better segmentation 
quality. Furthermore, acknowledging the critical impor-
tance of vessel boundaries in coronary artery segmentation 
results, the quantification process additionally incorporates 
the use of hausdorff distance (HD) [38] metric. HD is the 
maximum distance between the boundary of the reference 
object and the boundary of the automatically segmented 
object, defined as follows:

dH (X, Y ) = max {dXY , dY X}
= max {maxx∈Xminy∈Y d (x, y) ,

maxy∈Yminx∈Xd (x, y)}
 (19)

where X and Y represent the boundaries of the segmented 
object and the reference object, respectively.

Among these metrics, DSC primarily reflects the overlap 
of pixels between the estimated result and the ground truth, 
and it can be seen as the most crucial evaluation measure for 
segmentation tasks. In this study, performance is primarily 
ranked based on DSC results, followed by 95%HD, recall, 
and precision.

3.3 Experimental setting and results

The proposed DiffCAS is implemented using the PyTorch 
framework on an RTX 3090Ti GPU. During each train-
ing step, a random cropping strategy is employed to crop 
CTA images into patches of size 96 × 96 × 96. Standard data 
augmentation techniques, such as random flips, rotations, 
and noise augmentation, are employed to prevent overfit-
ting. The Adam optimizer is utilized to update network 

2.5 Loss function

To assess the similarity between labels and segmentation 
results, binary cross entropy (BCE) is employed as the loss 
function, which is formulated as follows:

LossBCE = − 1

N

N∑

i=1

yi • log (yi′)

+ (1− yi) • log (1− yi
′)

 (16)

where N denotes the number of voxels, yi  represents the 
label and yi′  represents the segmentation result.

In coronary artery segmentation, due to the relatively 
small proportion of coronary artery compared to the large 
background region, dice loss is introduced to mitigate the 
influence of the background on the loss function. Dice 
loss does not allocate different weights to different classes, 
but directly optimizes the loss function value of the target 
region. By suppressing the impact of the background on 
the loss function, the training effectiveness of the model is 
improved. Dice loss is calculated as follows:

LossDice = 1−Dice = 1− 2TP

FP + 2TP + FN
 (17)

where TP represents true positives, FP represents false posi-
tives, and FN represents false negatives.

While dice loss can handle class imbalance better and 
focus on foreground information mining, it exhibits high 
sensitivity, causing substantial fluctuations in loss values 
and gradients upon prediction errors. Therefore, the final 
loss function is a combine of dice loss and BCE, as follows:

Loss =
LossDice + LossBCE

2
 (18)

3 Experiments

3.1 Dataset

In this study, two publicly available datasets are employed 
for experiment, one is the ASOCA dataset and the other is 
the ImageCAS dataset.

The automated segmentation of coronary artery 
(ASOCA) [36] challenge, during MICCAI in 2020, focused 
on the automatic segmentation of coronary artery. This 
competition provided a dataset comprising 40 cases. The 
images were acquired using a GE LightSpeed 64-slice CT 
scanner. The plane resolution of each image ranged from 
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We visualize the experimental results of the various meth-
ods, as shown in Fig. 6. For the results, 3D Slicer software 
is employed to perform three-dimensional visualization and 
qualitative analysis. As shown in Fig. 6, the 3D morphol-
ogy of coronary artery varies widely. However, for certain 
intricate branches of coronary artery, over-segmentation 
and under-segmentation often arise, as indicated by the blue 
boxes in Fig. 6. In comparison with the other methods, the 
DiffCAS achieves more accurate segmentation of coronary 
artery details. Moreover, the DiffCAS substantially allevi-
ates the impact of similar structures present in the input 
images and irrelevant background noise on the final seg-
mentation results. In order to better observe the segmen-
tation results of DiffCAS, we visualize the segmentation 
results from three perspectives: coronal plane, transverse 
plane, and sagittal plane, as shown in Fig. 7. Through quan-
titative comparisons and qualitative analyses, it is evident 
that the DiffCAS holds a significant performance advantage. 
These results also highlight the ability of DiffCAS to effec-
tively perform complex coronary artery segmentation tasks.

3.3.2 Segmentation results on ImageCAS dataset

The DiffCAS is also verified on ImageCAS dataset. The 
quantitative results are shown in Table 2. For the Image-
CAS, the DiffCAS achieves the best segmentation accuracy. 
The DiffCAS achieves 84.59%, 11.92 mm, 84.04% and 
86.68% in terms of DSC, 95%HD, Recall and Precision, 
respectively. In detail, the DiffCAS outperforms 3D U-Net, 
V-Net, DenseVoxNet, CS2-Net, UNETR and Swin UNETR 
by 2.91%, 3.33%, 2.82%, 2.48%, 1.94% and 1.56% in 
terms of DSC, respectively. This indicates that the DiffCAS 
acquires more vessel detail and is able to discriminate coro-
nary artery from complex background noise in CTA images.

Similarly, we visualize the results of the experiments on 
the ImageCAS dataset to facilitate an intuitive compari-
son. The results of the visualization experiment are shown 
in Fig. 8 that shows the segmentation results of three ran-
domly selected CTA images from the ImageCAS dataset. 
It can be seen from Fig. 8 that some methods suffer from 
over-segmentation. The reason behind this observation is 

parameters, with an initial learning rate set to 0.0001 and no 
pre-trained weights are employed.

Six methods are employed for comparison, including 
3D U-Net [3], V-Net [4], DenseVoxNet [5], CS2-Net [6], 
UNETR [16], and Swin UNETR [22]. To ensure fair com-
parisons, all experiments undergo the same preprocessing 
procedures, and all models are retrained using identical 
learning strategies to achieve optimal performance.

3.3.1 Segmentation results on ASOCA dataset

Table 1 presents quantitative results of DiffCAS and other 
methods on the ASOCA dataset. The experimental results 
demonstrate that the DiffCAS outperforms other meth-
ods. Specifically, the DiffCAS achieves an average DSC 
of 84.41%, 95%HD of 11.10 mm, Recall of 92.04%, and 
Precision of 78.49%. Among all methods, except for recall 
which is slightly suboptimal, the DiffCAS outperforms oth-
ers in the remaining three metrics. When compared with the 
classical 3D U-Net, the DiffCAS shows DSC increase of 
5%, 19.1 mm reduction in 95%HD, and 8.31% increase in 
Precision, that the effectiveness of DiffCAS is confirmed. 
Compared to the other methods, DiffCAS achieves improve-
ments of 4.87%, 3.97%, 3.45%, 2.79%, and 1.65% in DSC, 
respectively. Overall, the DiffCAS exhibits superior perfor-
mance compared to other methods.

Table 1 Segmentation results obtained by different methods on 
ASOCA dataset
Method DSC (%) 95%HD 

(mm)
Recall 
(%)

Preci-
sion 
(%)

3D U-Net [3] 79.41 30.20 92.63 70.18
V-Net [4] 79.54 18.02 87.29 73.64
DenseVoxNet [5] 80.44 17.12 89.74 71.95
CS2-Net [6] 80.96 16.87 90.25 73.61
UNETR [16] 81.62 16.38 91.99 74.19
Swin UNETR [22] 82.76 11.88 89.69 77.98
DiffCAS 84.41 11.10 92.04 78.49
In the table, segmentation metrics (e.g., DSC, 95%HD, Recall, Preci-
sion) shown in bold and underline indicate that the model achieves 
the best and the second-best performance, respectively

Fig. 6 Segmentation results on ASOCA dataset between different methods. Situations of over-segmentation and under-segmentation are indicated 
by the blue boxes
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also select two cases from the visualization experiment to 
perform the multi-view visualization experiments, as shown 
in Fig. 9. The experimental results indicate that the Diff-
CAS possesses significant advantages in segmenting the 3D 
structure of coronary artery.

3.4 Ablation studies

3.4.1 Effectiveness of each component in DiffCAS

To validate the effectiveness and feasibility of DiffCAS, a 
comprehensive analysis is conducted on each module of 
DiffCAS. Building upon U-Net (baseline), further investi-
gations are carried out to assess the performance of vari-
ous modules, including DDPM, Swin Transformer (SwinT), 
ARFE and FFA. A series of ablation experiments are con-
ducted on the ASOCA dataset, with the average values 
of DSC, 95% HD, Recall, and Precision metrics being 
presented. The experimental parameters and hardware 

that these methods cannot deal well with the problem of 
noise present in the image and similar vascular structures. 
In contrast, the proposed DiffCAS can overcome over-
segmentation considerately. For the ImageCAS dataset, we 

Table 2 Segmentation results obtained by different methods on Image-
CAS dataset
Method DSC(%) 95%HD(mm) Recall(%) Precision(%)
3D U-Net [3] 81.68 18.28 83.11 80.32
V-Net [4] 81.26 17.60 83.26 79.75
DenseVoxNet 
[5]

81.77 15.33 82.74 81.20

CS2-Net [6] 82.11 15.23 83.54 81.09
UNETR [16] 82.65 13.77 82.21 82.10
Swin UNETR 
[22]

83.03 12.96 82.39 84.05

DiffCAS 84.59 11.92 84.04 86.68
In the table, segmentation metrics (e.g., DSC, 95%HD, Recall, Preci-
sion) shown in bold and underline indicate that the model achieves 
the best and the second-best performance, respectively

Fig. 8 Segmentation results on 
ImageCAS dataset by differ-
ent methods. Situations of 
over-segmentation and under-
segmentation are indicated by the 
blue boxes

 

Fig. 7 Segmentation results 
on ASOCA dataset from three 
perspectives: coronal plane, 
transverse plane, and sagittal 
plane (from left to right)
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it becomes apparent that the DDPM module has the most 
substantial impact on model performance, followed by the 
ARFE module, the FFA module, and finally the Swin Trans-
former module.

Figure 10 illustrates the visual results of the abla-
tion experiments conducted on the ASOCA dataset. From 
Fig. 10, it can be observed that the network utilizing the 
DDPM module can suppress background noise unrelated 
to the segmentation target while segmenting the three-
dimensional structure of the coronary artery. Moreover, it 
is noticeable that the inclusion of the Swin Transformer, 
ARFE, and FFA modules allow the network to better seg-
ment small vessels, with a reduction in the occurrence of 
over-segmentation. In Fig. 8, the green boxes represent 
regions where the DiffCAS has reduced the occurrence of 
over-segmentation.

3.4.2 Effects of loss parameter settings

To investigate the influence of loss functions, ablation 
experiments are conducted on the ASOCA dataset. The 
experiments display the average values of DSC, 95%HD, 
Recall, and Precision metrics. The experimental parameters 
and hardware environment settings remain identical to that 
in the comparative experiments, and the results are pre-
sented in Table 4.

From Table 4, it is evident that the combination of 
binary cross-entropy (BCE) loss and Dice loss yields the 
best results in terms of DSC, 95%HD, Recall, and Preci-
sion on the ASOCA dataset. The incorporation of these two 
loss functions aids in better convergence of the network 
and compensates for the limitations of both BCE and Dice 

environment settings remain identical to that in the com-
parative experiments.

Table 3 presents the quantified results with different mod-
ules, from which the improvements of each module can be 
observed. Based on Table 3, Model 1 combines DDPM with 
the Baseline for the experiment. Comparison with the Base-
line, it is evident that the inclusion of the DDPM module led 
to a significant enhancement in the DSC metric by 3.18%, 
which confirms the effectiveness of DDPM. Furthermore, 
by comparing the experimental results of Model 1, Model 
2, Model 3, and Model 4 in Table 3, it can be observed that 
the Swin Transformer module, ARFE module, and FFA 
module improve the DSC metric by 0.48%, 0.82%, and 
0.52%, respectively. Simultaneously, by observing Table 3, 

Table 3 Results of ablation study
Network Module DSC(%) 95%HD(mm) Recall(%) Precision(%)

DDPM SwinT ARFE FFA
Baseline 79.41 30.20 92.63 70.18
Model 1 √ 82.59 24.05 91.13 71.17
Model 2 √ √ 83.07 19.89 91.45 73.66
Model 3 √ √ √ 83.89 13.14 91.94 77.23
Model 4 √ √ √ √ 84.41 11.10 92.04 78.49
In the table, segmentation metrics (e.g., DSC, 95%HD, Recall, Precision) shown in bold and underline indicate that the model achieves the best 
and the second-best performance, respectively

Fig. 10 Ablation studies. Situa-
tions of over-segmentation and 
under-segmentation are indicated 
by the green boxes

 

Fig. 9 Segmentation results on ImageCAS dataset from three perspec-
tives: coronal plane, transverse plane, and sagittal plane (from left to 
right)
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