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Abstract
Studies on the amino acid sequences, protein structure, and the relationships of amino acids are still a large and challenging
problem in biology. Although bioinformatics studies have progressed in solving these problems, the relationship between
amino acids and determining the type of protein formed by amino acids are still a problem that has not been fully solved.
This problem is why the use of some of the available protein sequences is also limited. This study proposes a hybrid deep
learning model to classify amino acid sequences of unknown species using the amino acid sequences in the plant transcription
factor database. The model achieved 98.23% success rate in the tests performed. With the hybrid model created, transcription
factor proteins in the plant kingdom can be easily classified. The fact that the model is hybrid has made its layers lighter.
The training period has decreased, and the success has increased. When tested with a bidirectional LSTM produced with a
similar dataset to our dataset and a ResNet-based ProtCNN model, a CNN model, the proposed model was more successful.
In addition, we found that the hybrid model we designed by creating vectors with Word2Vec is more successful than other
LSTM or CNN-based models. With the model we have prepared, other proteins, especially transcription factor proteins, will
be classified, thus enabling species identification to be carried out efficiently and successfully. The use of such a triplet hybrid
structure in classifying plant transcription factors stands out as an innovation brought to the literature.

Keywords Protein classification · Deep learning · GRU · CNN · Hybrid models · Word2Vec

1 Introduction

Proteins are macromolecules made up of amino acids that
play an essential role in fulfillingmanyof the functions in bio-
logical systems. Amino acids, the smallest building blocks
of proteins, peptides, and enzymes, are small molecules with
carboxyl on one end and an amino group on the other and
bearing neutral, polar, or ionizable groups in their side chains.
Many amino acids and their derivatives have various func-
tions in metabolism in living things [1].
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Some of the large number of protein sequences found in
various databases and studies have been classified or labeled
through experiments. However, the amount of unclassified
or unlabeled data is still quite large. Biological approaches
used to classify these proteins can include categorizing pro-
teins that workwith small differences in other living things or
species into different classes. However, when the sequences
of these proteins are examined, it can be revealed that they
show high similarity and are structurally similar. When this
is the case, the necessity of protein classification arises; pro-
tein classification is necessary for researchers who focus on
a particular protein type or a particular function to obtain
detailed and successful results [2].

Time-consuming and costly biological experiments used
to understand the structure of proteins, which are the most
important parts of living things, have been replaced by studies
in computer science over time [2]. Studies discovered that
statisticalmodels could be used in this field, and some studies
were made [3]. Hidden Markov model [4]-based studies [5]
and basic local alignment search tool (BLAST) [6] can be
given as examples of these studies.
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Some models and applications have been proposed to
analyze or classify various protein sequences in the litera-
ture. These applications have come to the fore with different
datasets and different designs. Examples of these studies are
EzyPred [7], FFPred [8], ECPred [9], GoFDR [10], Asgari
and Mofrad’s SVM model [11], Naveenkumar et al.’s deep
learning studies [12], UDSMProt [13], LSTM and GRU-
based studies by Le et al. [14], LSTM-based studies by Li et
al. [15], CNN and LSTM-based studies by Bileshi et al. [16],
TAPE [17], Belzen et al. [18], Torissi et al. deep learning
study [19] and the work of Gustafsson et al. [20].

With recent developments in computer science, recurrent
neural network and convolutional neural network-based deep
learning algorithms are also used in classification problems
in this field with different variations [12]. Inspired by these
models, we have designed a hybrid model based on various
deep learning models. Using the hybrid model, we classi-
fied plant transcription factor proteins with similar structures
but different functions according to their motifs. With the
hybrid structure of our model, we took education one step
ahead by creating our Word2Vec vocabulary and reducing
our training weight. We benefited from the success of feature
extraction of CNN-based architectures and the correct man-
agement of long short-term dependencies of LSTM-based
networks. Using the hybrid structure, instead of dense model
architecture, we created both the CNN and the GRU layer
lighter, which increased the relative success by shortening
the relative training time.

The innovative contributions of our proposed hybrid
model can be listed as follows:

• Support biological studies in avoiding human-based
errors.

• Provide the basis for future DNA-protein interaction pre-
diction studies.

• The model has eliminated the need to use labeled data as
it only needs the sequence to run. In this way, the need for
more than one parameter in biological experiments and
some statistical-based or machine learning-based mod-
els has been prevented, and high performance has been
achieved and has increased the success in the literature.

• Thanks to the prepared model, there is no need for a
database query like some other models in use, so the time
to work and produce results is greatly shortened.

• The dataset and protein word-vector representation we
prepared for use in the development process will shed
light on other studies in the literature.

2 Materials andmethods

Transcription factors (TFs) are proteins that can bind to a spe-
cific sequence or section according to their role in DNA to

Fig. 1 Basic helix-loop-helix (bHLH) logo [27], [28]

regulate genes’ transcription. They can also be referred to as
sequence-specific DNA binding proteins [21]. We obtained
amino acid sequences from different plant families used
in this study from the Plant Transcription Factor Database
(PlantTFDB) [22], [23]. We split the sequences into words
during preprocessing, performed proximity analysis with the
Word2Vecmodel, and generated vectors from the sequences.
For classes, we used the one-hot encoding method. We pre-
pared an hybrid model used convolutional neural network
(CNN) [24] and recurrent neural network (RNN) [24]-based
models for classification after preprocessing. In the conclu-
sion part, we presented the models we used comparatively.

2.1 Structure of the protein sequences

Protein sequences are formed by the sequences of characters
expressing amino acids [25]. Each different sequence in these
sequences creates a different protein. Even if each sequence
creates a different protein, certain sequences, namely motifs,
within these sequences reveal that protein type. Protein
sequences are expressed in letters. Even though they are dif-
ferent sequences, sequences containing motifs belonging to
the same class belong to the same protein class [26]. Figure1
shows themotifs of the basic Helix-Loop-Helix (bHLH) pro-
tein class and the probability of different amino acids in each
region of this motif.

The protein class can be found by looking at the motif in
the sequence. However, this motif (in Fig. 1) is different in
length according to the protein type, and the amino acids in
the motif, i.e., the characters, may differ within each protein
class.

2.2 Obtaining and converting data to the
appropriate file format

The raw sequences that have been obtainedmust be put into a
specific format by preprocessing before being given to deep
learning models for education. In this study, we applied a
series of operations such as size limitation of sequences, fill-
ing in gaps, preparation of embeddings from sequences, and
sub-methods of these operations to the dataset.

We downloaded the files of the protein sequences for each
of the 63 plant families in fasta format from PlantTFDB [22],
[23]. In the downloaded files, we extracted only the sequence
and protein class information, and summed them in a single
tab-delimited text file in two columns.We obtained sequence
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Fig. 2 Prepare k-mers from sequence

Fig. 3 Density of sequences according to their length

and class information of 58 different protein transcription
factor classes in 132,330 lines from the plant genetic source.

2.3 Representation of sequences with k-mers and
Word2Vec embeddings

The relationship of the words before and after the source or
target word is very important in order not to miss the motifs
that indicate the protein properties and class in the sequences,
and thus tomake the correct classification. Like in natural lan-
guage processing, words are needed here, and stringsmust be
divided into words (k-mers). In the literature, the number of
k-mers generally varies between 3 and 6 [29], [30]. In order
to classify sequences more successfully, it is appropriate to
know the proximity of these k-mers to each other. For this, a
vocabulary should be created by dividing existing sequences
into three characters (3-mer) words. Getting three separate 3-
mer groups from each sequence by shifting each string three
times by one character to get more words and not miss possi-
ble triple word combinations will provide a more successful
vocabulary [11]. This way, almost no combinations are lost
when creating 3-mers in the sequence. A brief example of
this structure is shown in Fig. 2.

Not all protein sequences are the same length. Some
sequences are short, while others can be quite long. For
the model to work correctly, a certain fixed length should
be determined by examining the lengths and quantities of
the sequences according to their lengths. For this, we first
checked the number of sequences according to their length.
We have given the graph showing the number of sequences
according to their lengths in Fig. 3.

Table 1 Comparison of code dictionary versus Word2Vec with pro-
posed hybrid model

Prep. met Train loss Train acc Val. loss Val. acc

Code Dict 2.8305 0.2519 2.2621 0.3770

Word2Vec 1.1427 0.7017 0.3897 0.8984

When the k-mer size is chosen as 4 ormore, short relation-
ships and dependencies are overlooked. In addition, when
words are longer than 3, the amount of sequence obtained
from each sequence increases, word repetition occurs, and
model training slows down since the sequences are scrolled
by word character length. In addition, since less number of
eachwordwill be used, similarity valueswill have less effect.
For this reason, as a result of the research, the size of the
words was determined as 3. Since sequences are divided into
words, it will be sufficient to limit the length of sequences
to 250 words. If it is desired to use sequences with a larger
number of words, the end of many short sequences will be
filledwith toomany 0s, and therewill be an unnecessary pro-
cessing cost. All these choices were determined as a result
of experimental tests.

In this study, the CBOW model was preferred in terms of
ease of structural estimation, speed, and resource utilization.
In the model, the vector size is set to 300. We tested the
window size of the Word2Vec model as 4, 5, 7, and 10 in
our deep learning model. We determined that the appropriate
window size is 4 based on the sequence lengths.

In Table 1, we present the first epoch results of running the
proposedhybridmodelwith classic dictionary andWord2Vec
preprocessing. When we experimented with this preprocess-
ing methods, we saw that the preprocessing we did with the
Word2Vec model had the highest success in all models.

2.4 Proposed hybrid deep learningmodel

The success of models based on the recurrent neural net-
work (RNN) [24] in texts is known. Long short-termmemory
(LSTM) [31] and gated recurrent unit (GRU) [32] models,
which are RNN-based models, are particularly effective for
long texts. Input, output and forget gates in LSTM; GRU has
input and output gates and forget key. Although the achieve-
ments of LSTM and GRU are approximately the same, the
GRU has a faster training time because one key is less in
the GRU. In addition, the feature extraction success of con-
volutional neural network (CNN) [24] models is high. For
this reason, in this study, Word2Vec + CNN + Bidirectional
GRU hybrid model, which will contribute to the literature,
have been created. One-time working graphics and tenfold
cross-validation results were prepared. ADAM [33] is used
as an optimization function, and binary cross-entropy func-
tion is used as loss function. For the network to have a healthy
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Table 2 Structure of the proposed hybrid model

Layer Output shape Param#

Embedding (None, 250, 300) 2,784,600

Convolutional 1D (128) (None, 250, 128) 115,328

Max pooling 1D (3) (None, 83, 128) 0

Dropout (0.3) (None, 83, 128) 0

Convolutional 1D (256) (None, 83, 256) 98,560

Max pooling 1D (3) (None, 27, 256) 0

Dropout (0.35) (None, 27, 256) 0

Convolutional 1D (256) (None, 27, 256) 196,864

Max pooling 1D (3) (None, 9, 256) 0

Dropout (0.4) (None, 9, 256) 0

Bidirectional GRU (384) (None, 9, 768) 1,479,168

Dropout (0.25) (None, 9, 768) 0

Flatten (None, 6912) 0

Dense (128) (None, 128) 884,864

Dropout (0.45) (None, 128) 0

Dense (58) (classification) (None, 58) 7482

training process, an early stop tool was added, and the num-
ber of epochs suitable for the hybrid model was determined.

In the hybrid model, high success is achieved using three
convolutions, three max-pooling, one LSTM, five dropouts,
one flatten, and two dense layers. In the proposed model,
the sequences were first divided into three-character words,
starting from the zeroth, first and second characters, as shown
in Fig. 2, and transformed into the numerical vector equiva-
lents of the pre-prepared vector representations of the words.
Then, the sequences were brought to a fixed length of 250
words. Long ones are truncated, and 0 is added to the end of
short ones. Then, the prepared fixed-length sequences were
given as input to the embedding layer of the learning model.
The input and output dimensions of the embedding layer are
determined as the shape of the Word2Vec vector represen-
tation. For the model to start training with higher success,
the initial weights are given as the vectors prepared with
Word2Vec, that is, the proximity of the words in the vector
space. For model development, the “trainable”parameter of
the embedding layer is enabled. In this way, themodel started
education with the proximity analysis of words and was open
to development, so it had high success and rapid development
from the first epoch. The data coming out of the embedding
layer was first given to the CNN and then to the bidirec-
tional GRU layer of the model detailed in Table 2. Thanks
to the Dropout layers in between, overfitting is prevented.
The data from the bidirectional GRU layer is transmitted to
a fully connected layer and then to the other fully connected
layer, where classification will be made. The classification
process of the sequences is completed. The design details of
the hybrid model are shown in Table 2 and Fig. 4.

Fig. 4 Proposed hybrid deep learning model

Table 3 Test result of proposed hybrid model

Model Acc Precision Recall F-score Time
(%) (%) (%) (%) (min)

CNN 97.09 93.02 88.71 90.11 29.14

Bi. GRU 97.51 96.75 93.96 94.92 13.88

Hybrid 98.23 95.88 95.27 95.36 11.80

Bold values indicate the most successful models and the percentages in
which these models are most successful

Fig. 5 Accuracy and loss graphs about training and validation of the
proposed model

3 Results

In the hybrid model we designed, 80% of the data were
used for training, 10% for verification, and 10% for testing.
105,864 sequences were used for training, 13,233 sequences
for validation, and 13,233 sequences for testing. The sepa-
ration of the dataset for training, validation, and testing are
done completely randomly with the train_test_split function
of Python’s Scikit-Learn library. Learning coefficients were
determined as 0.001 in the CNN layers and 0.01 in the bidi-
rectional GRU layers. As a result of the experiments made
for the hybrid model, different neuron numbers and batch
sizes were determined. Table 3 shows the success and train
duration of the proposed hybrid model.

In Fig. 5, graphs are presented with comparisons of train-
ing and validation success and error of the proposed model.

123



Signal, Image and Video Processing (2023) 17:2055–2061 2059

Fig. 6 ROC curve graph (with zoom) of the proposed model

Table 4 Tenfold cross val. result of proposed model

Model Acc. of tenfold cross-val. (%)

CNN Bidirectional GRU 98.07

Table 5 Methods comparison with our dataset

Methods Acc Precision Recall F-score
(%) (%) (%) (%)

Bidirectional 85.04 86.21 82.03 84.45

LSTM [16]

ProtCNN [16] 85.18 94.01 80.33 85.09

Proposed model 98.23 95.88 95.27 95.36

Bold values indicate the most successful models and the percentages in
which these models are most successful

In Fig. 6, the ROC curve graph of the proposed model
(Fig. 6A) and the zoom of the graph (Fig. 6B) are presented.
Each curve in the graph represents a class. When the ROC
curve graphs of the proposed model are examined, it is seen
that the existing 58 classes are also classified with very high
success.

The tenfold cross-val. result of the proposed model we
designed are listed in Table 4.

In addition, when a bidirectional LSTM model and a
CNN-based ResNet model [16], which has one of the highest
success rates in the literature and is proposed for a different
dataset, are tested with our dataset, the success of these mod-
els was found to be lower. The comparison results are shown
in Table 5.

In the hybrid model proposed in this study, firstly feature
extraction was made from sequences with CNN layers, and
then all 58 different classeswere successfully classified using
the success of GRU in long sequences. As shown in Table
5, our proposed model is more successful than other mod-
els in the literature, working with a similar dataset. When
the hybrid model proposed within the scope of this thesis is
compared with the studies made with similar data sets in the
literature, given in Table 6, the model has the highest success
and has provided an important innovation to the literature
with its triple hybrid structure. Representing the sequences
withWord2Vec and recording theweights showing the affini-
ties as a result of this vector creation process and using them

in the model increased the success of the model from the first
epoch (see Fig. 5 and Table 1).

4 Discussion and conclusion

In this study, we developed a three-stage hybrid deep learn-
ing model to classify plant transcription factor proteins that
play roles in various tasks from the Plant Transcription Fac-
tor Database. As input, our model, which takes only one
protein sequence, performs the classification of proteins effi-
ciently and with a high success rate, as opposed to the need
for more than one parameter in biological experiments and
some statistical-based or machine learning-based models.
Our model is the most successful hybrid model in the field
of plant transcription factor proteins and has a high success
among models working with similar datasets. The data set
we prepared and used during the development of our model
became a data set that can also be used in follow-up studies.
Again, the protein word-vector representation we prepared
has been a pre-train model that can be the basis for different
protein classification studies. In summary, we used three lay-
ers in the design of themodelweproposed:Thefirst layer is to
divide the sequences into 3-mers to have a quality education,
to create vector representations with our vocabulary, and to
save the weights showing the similarity; the second layer is
feature extraction by using the feature extraction success of
CNN networks; the third layer is to determine the long-short
term dependencies of the relatively long protein sequences
with the bidirectional GRU layer, which works in the LSTM
structure but is relatively fast, and the classification success is
significantly increased. In this way, researchers will be able
to query their protein sequences on the network without the
need for any other information, determinewhich protein fam-
ily the sequence belongs to, and use them in their fieldwork.
In addition, this speed, convenience, and time will allow for
more analysis and research in unit time. Likewise, the use of
such a triple hybrid structure in the classification of plant tran-
scription factors stands out as an innovation introduced in the
literature. In addition, thanks to the model, we aimed to min-
imize human or solution, machine, or substance-based errors
that can be made in biological experiments. Future studies
can prepare the three-stage hybrid model to work faster and
more efficiently on a more extensive data set or a classifica-
tion problem and make it suitable for working in different
genetic resources. The proposed method will also show high
success on different datasets. Because, transcription factors
in different kingdoms (plant, animal, etc.) have similar struc-
tures, our proposed model will have good success in other
databases as well. The maximum length can be changed in
the preprocessing part of the method to fine-tune it in order
to achieve the highest success in different datasets. In addi-
tion, optimization and fine-tuning work on the model will

123



2060 Signal, Image and Video Processing (2023) 17:2055–2061

Table 6 Comparison of the
proposed hybrid model and
studies with similar data sets

Author Method Dataset Acc
(%)

Belzen et al. [18] 3-layer ResNet CAFA3 93.7

Strodthoff et al. [13] Pre. Tra. CNN EC40, EC50 98

Bileschi et al. [16] Bi. LSTM, ResNet Pfam Seed 95.8

Proposed model CNN Bi. GRU Plant TF 98.23

Bold values indicate themost successfulmodels and the percentages inwhich thesemodels aremost successful

play an essential role in developing success. In addition, this
study will provide the basis for the linkage estimation and
region detection of DNA regions with a future transcription
factor.
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