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Abstract
The human pose estimation has been greatly improved with the development of deep neural network. However, there are some
challenges in this task, such as the occlusions in images and various scales of the human body. In this study, we propose a
novel convolutional neural network architecture based on dual attention mechanism and multi-scale feature fusion to generate
keypoints prediction and estimate the location of human body parts in images. Firstly, the feature enhancement module(FEM)
performs local feature enhancement process for each feature map of the network using the double-attentionmechanism, where
channel attention is used to filter out the channels that need more attention and spatial attention is used to enhance the local
features of each feature map at the spatial level. Secondly, we design a multi-scale feature fusion(MSFF) module by using the
cascade of atrous convolution to aggregate contextual information and enhance the expressiveness of features. The multi-scale
contextual information is increased by expanding the perceptual field, which helps to detect adjacent keypoints. Finally, we
introduce an improved upsampling module that jointly uses upsampling2D and transposed convolution to better regress the
obtained feature maps to higher resolution and output heatmaps. Extensive experiments on MPII and COCO human pose
estimation benchmarks demonstrate the effectiveness of our network.

Keywords Human pose estimation · Convolutional neural network · Feature enhancement · Multi-scale feature fusion ·
Upsampling module

1 Introduction

Human pose estimation is one of the most fundamental and
challenging research topics in computer vision, aiming at
locating keypoints of the human body and accurately rec-
ognizing the human pose in given images. The research
of human pose estimation is of great importance, and the
technology of human pose estimation has a wide range of
applications such as video surveillance [1], virtual reality,
intelligent, and human-computer interaction. Therefore, the
studyof humanpose estimationhas also attractedmuch atten-
tion from computer vision researchers [2]. However, due to
occlusions, flexible body poses, and the variety of human
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body appearance scales, the human pose estimation is chal-
lenging and difficult.

For the study of human pose estimation, the current
research methods are divided into two categories: model-
based human pose estimation and deep learning-based
human pose estimation. The model-based methods rely on
hand-crafted features such as Histogram of Gradient (HOG)-
based features, Motion Boundary Histograms (MBH) fea-
tures, andScale-Invariant FeatureTransform (SIFT) features.
These methods have poor generalization ability and suffer
from disadvantages such as large training data and poor
robustness. The deep learning-based methods mainly use
Convolutional Neural Networks(CNN) to extract features.
Pfister et al. [3] were the first to propose the use of CNN to
obtain features of images for behavior analysis. With the
development of deep learning technology, deep learning-
based human pose estimation has become more and more
mature and has become the main method to solve the prob-
lem of human posture estimation. Despite the great success
of these methods, there are still drawbacks. Most of the cur-
rent work [4–6] uses continuous downsampling to obtain a
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larger perceptual field to fuse multi-scale information, and
the information of some small keypoints is lost and cannot
be reconstructed to accurately localize these small keypoints.
We use different sampling rates of cavity convolution for
sampling to increase the perceptual field to obtainmulti-scale
information and enhance the ability of the model to obtain
multi-scale information.

In this paper, we propose a novel network framework for
human pose estimation with feature enhancement module
(FEM) andmulti-scale feature fusion (MSFF) to obtain more
important details and fuse multi-scale contextual informa-
tion. Firstly, we use the residual neural network [7] (ResNet)
as the backbone network to extract image features. Then,
the feature enhancement module jointly uses channel atten-
tion mechanism and spatial attention mechanism to enhance
the local feature map from the backbone network. Then,
the features of different scales are fused to obtain contex-
tual information of the human body at different scales to
improve the network accuracy. We introduce the atrous con-
volution in the network to increase the perceptual field of
feature extraction to obtain a larger range of feature infor-
mation, so as to capture richer multi-scale detail features.
Finally, the upsampling module has been redesigned to bet-
ter restore the resolution of the image.

The main contributions of this work can be summarized
as follows:

(1) We combine the channel attention mechanism with the
spatial attention mechanism in the feature enhancement
module in the feature extraction to enhance the extracted
detail features of human keypoints.

(2) The multi-scale feature fusion module is designed to
enrich the scale information of the obtained features by
using the improvement atrous spatial pyramid pooling
module. And we use the atrous convolution in the back-
bone to expand the receptive field of the feature map.

(3) The upsampling module is redesigned by jointly using
upsampling2D and transposed convolution to better
recover the obtained feature maps to high resolution and
to predict the human body keypoints heatmaps.

The rest of this paper is organized as follows. Section 2 of
the paper presents the work related to human pose estima-
tion, including single-person pose estimation methods and
multi-person pose estimation methods. Section 3 describes
our method. Section 4 shows the experimental procedure and
results. The conclusion is presented in Sect. 5.

2 Related work

Single-person pose estimation methods. Single-person
pose estimation is to locate the joint positions of a single per-

son in the input image. According to the different formulas
of human pose estimation tasks, single-person pose estima-
tion methods can be divided into regression-based methods
and heatmap detection-basedmethods. The regression-based
method generates joint coordinates directly bymapping from
images to human joint coordinates in an end-to-end manner.
Deeppose proposed by Alexander Toshev et al. [8] firstly
uses deep convolutional networks (DNN) to obtain the global
features of the keypoints of the human body, then maps the
coordinates of the keypoints from the input image, and finally
uses the cascaded refinement regressor to refine the positions.
Since it is very difficult to predict joint coordinates directly
from the input image, Sun et al. [9] proposed a structure per-
ception regressionmethod based on bone representation. The
bone-based representations based on body structure informa-
tion lead tomore accurate results than themethods only using
joint positions.

The heatmap detection-basedmethods aim to predict body
parts or joints throughheatmapswhere each two-dimensional
Gaussian distribution centered on a joint position repre-
sents a joint position. YannLeCun et al. [10] proposed the
framework of the combined depth network and tree structure
model,which is the first humanpose estimationmethod using
heatmap detection. Newell et al. [4] proposed a stacked hour-
glass architecture based on stacked residual modules. Tang
andWu [11] proposed a part-based branching network (PBN)
based on the grouping of human keypoints and designed a
multi-stage structure for refinement.

Both methods have their advantages and disadvantages.
The heatmap detection-based methods contain rich pixel
information supervision andhavebetter robustness compared
to the regression-based methods. However, due to the pool-
ing operation, the resolution of heatmap representation is
low, which greatly affects the accuracy of keypoint coordi-
nate estimation. Therefore, in this paper, we cleverly adopt
the upsampling2D and transposed convolution to regress the
heatmap to obtain more accurate keypoint coordinates.

Multi-person pose estimation methods. Since the num-
ber of human bodies in the input image is unknown, multi-
person pose estimation needs to handle the task of detecting
the human body and locating keypoints, which can be divided
into top-down and bottom-up methods. The top-down meth-
ods first detect the people in the image using the person
detector and then perform single-person pose estimation for
each person detected. In order to recover the low-resolution
feature maps to high resolution and output heatmaps, Xiao et
al. [12] proposed to simply add several deconvolution layers
after the last convolutional layer of the feature extraction net-
work. Cascaded pyramid network (CPN) proposed by Chen
et al. [6] includes GlobalNet for locating simple keypoints
and RefinedNet for locating hard keypoints, and employs
online hard keypoints mining strategy. Sun et al. [5] pro-
posed HR-Net with multi-scale feature fusion that connects
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Fig. 1 The overall framework of proposed method

multiple multi-resolution sub-networks in parallel to main-
tain the high-resolution representation of the features during
the process.

The bottom-up methods directly predict all joint positions
of all people in the image and then connect them into inde-
pendent human skeletons. Deepcut proposed by Pishchulin
et al. [13] first detects all candidate body parts using Fast
R-CNN [14], then annotates all candidate parts into cor-
responding part classes, and then assembles them into a
complete skeleton by clustering. Cao et al. [15] proposed to
encode the predicted partial affinity (PAF) domains to com-
bine all estimated body candidate joints into a human body.
Kreiss et al. [16] designed the PifPaf network containing
Partial Intensity Fields (PIF) and Partial Association Fields
(PAF), the former for improving the accuracy of the heatmap
at high resolution, and the letter for connecting the keypoints.

As the performance of current object detectors is getting
better, the top-down methods are easier to implement and
have better performance. In this paper, we adopt the top-
down approach by using the Faster-RCNN [14] detector to
detect the human body in the image and deliver the cropped
image to the pose estimation network. The attention mecha-
nism is added to the pose estimation network for local feature
enhancement, and the multi-scale feature fusion module is
designed to fuse information from features of different reso-
lutions to obtain richer feature representation.

3 Proposedmethod

3.1 Backbone network

Theoverall framework is shown inFig. 1.WeadoptResNet to
extract features from input images as the backbone network.
ResNet replaces the traditional deepneural networkwith con-
volutional and pooling layers. It introduces skip connections
to adapt the input from the previous layer to the next layer
without modifying the input. It is the most common back-
bone network for image feature extraction, and it has also
been used for pose estimation. Our model removes the fully
connected (FC) layer from ResNet and retains the conv1,
conv2_x, conv3_x, conv4_x, and conv5_x.

3.2 Feature enhancementmodule

In the feature enhancement module, we jointly use the chan-
nel attentionmechanismand the spatial attentionmechanism.
For the process of extracting features for human pose estima-
tion, more attention should be paid to the useful information
in the input images. We integrate channel attention mecha-
nisms to selectively inhibit or enhance channel information
and spatial attention mechanisms to focus on the useful posi-
tion information in the feature maps.

Based on the literature [17], we introduce the feature
enhancement module into the human pose estimation task.
The structure is shown in Fig. 2. In this study, we add Chan-
nel Attention Module (CAM) and Spatial Attention Module
(SAM) over the conv5_x. It takes the original features F out-
put from the last layer of the ResNet as the input of the
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Fig. 2 Diagram of feature enhancement module

channel attentionmodule and squeezes the featuremap in the
spatial dimension by using global average pooling and global
maximumpooling. Then, featuremaps Fc

avg and F
c
max are sent

to the shared network of multi-layer perceptron (MLP) con-
sisting of a hidden layer to reduce computational overhead.
The channel attention map Mc(F) is output by the sigmoid
function. In short, the process is shown in Equation (1).

Mc(F) = σ(MLP(AvgPool(F)) + MLP(Max Pool(F)))

= σ(W1(W0(F
c
avg)) + W1(W0(F

c
max)))

(1)

where Fc
avg and Fc

max represent the output of the global aver-
age pooling and global maximum pooling, σ denotes the
sigmoid function, W0 ∈ RC/r×C , and W1 ∈ RC×C/r are the
weights of the MLP.

The spatial attention module mainly acquires the chan-
nel module features as the input and then performs the
average pooling and the maximum pooling to generate
two-dimensional feature maps:Fs

avg and Fc
max. The obtained

values are used to indicate which region features in the image
are worthy of attention. Then, the two-dimensional feature
maps are connected to perform the dimensionality reduction
by 7× 7 convolution. Then, the sigmoid activation is used to
obtain the weight coefficient Ms(F) needed to enhance the
spatial information as follows:

Ms(F) = σ( f 7×7([AvgPool(F); Max Pool(F)]))
= σ( f 7×7([Fs

avg; Fs
max ]))

(2)

where F is the feature map enhanced by the channel atten-
tion module. Fs

avg and Fs
max are two descriptions obtained by

performing global maximum pooling and average pooling,
and σ represents the sigmoid function.

The feature enhancement module can learn key informa-
tion of channel dimension and spatial dimension respectively,
and adaptively reassign theweights of features to enhance the
channel information and spatial information in the feature
map. By adding the feature enhancement module over the
last layer of ResNet, the network can obtain more effective
features during the learning process, which helps to improve
the localization accuracy of joints in pose estimation.

3.3 Multi-scale feature fusion

Due to the various sizes of human bodies in the image, it
is difficult to achieve accurate localization of some smaller
size human keypoints by using fixed-size features. In order
to improve the processing capability of the network for small
size human keypoints, we design the multi-scale feature
fusion module. This module automatically extracts the con-
textual information of the feature map to identify keypoints
that are not obvious and occluded by expanding the receptive
field by using the atrous convolution with different expan-
sion rates respectively. Atrous Convolutions introduce the
dilation rate, which defines the spacing of the values as the
convolution kernel processes the data to increase the feature
perceptual field and maintain the resolution of the images.
The atrous spatial pyramid pooling (ASPP) [22], which is
commonly used in semantic segmentation, mainly performs
pyramid-like convolution operations on the incoming convo-
lutional feature maps by using atrous convolution [23] with
different expansion rates. It increases the feature perceptual
field and captures multi-scale context information simulta-
neously without decreasing the resolution.

In order to better capture the contextual multi-scale infor-
mation of the input features and improve the detection
accuracy of human keypoints, this study designs an improved
atrous spatial pyramid pooling module ASPPR, as shown in
Fig. 1. By gradually increasing the expansion rate, richer
semantic information suitable for large-scale human key-
point localization is obtained. Subsequently, the expansion
rate is reduced to capture local information suitable for small-
scale human keypoint localization to enhance the extraction
of detailed features. The improved atrous spatial pyramid
pooling module contains five independent branches, where
one convolutional branch consists of a 1 × 1 convolutional
layer, three atrous convolutional branches consist of three
atrous convolutional layers with different expansion rates,
with convolutional kernel size of 3×3 and expansion rates of
(3, 6, 3), (6, 12, 6), and (12, 18, 12); one image pooling branch
consists of an average pooling layer, a 1×1 convolutional
layer, and an upsampling layer. By gradually increasing the
expansion rate and then reducing the expansion rate, we
can obtain richer semantic information and local informa-
tion suitable for small-scale human keypoints locating. In
the experiment, we found that setting the parameters in this
way can obtain better performance without increasing too
much computation. Finally, the feature maps output from the
five branches are fused with features.

Wedesign themulti-scale feature fusion network as shown
in Fig. 1. The multi-scale feature fusion module first inputs
the features C5′ extracted by the feature enhancement mod-
ule to the ASPPR module and performs the upsampling
operation to ensure the same feature size as the output of the
previous layer, and then inputs the feature map C4 extracted
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Table 1 The Comparison of
PCKh @0.5 on the MPII
validation set. The results of the
proposed method are bold and
placed in the last two rows of
the table

Model Backbone Head Sho Elb Wri Hip Kne Ank Mean

Hourglass [4] – 96.0 96.3 90.3 85.4 88.8 85.0 81.9 89.2

Simplebaseline [12] ResNet-50 96.4 95.3 90.0 83.2 88.4 84.0 79.6 88.5

Simplebaseline [12] ResNet-152 97.0 95.9 90.3 85.0 89.2 85.3 81.3 89.6

LFP [18] – 96.8 96.0 90.4 86.0 89.5 85.2 82.3 89.6

DLCM [19] – 95.6 95.9 90.7 86.5 89.9 86.6 82.5 89.8

AL [20] – 96.5 96.0 90.5 86.0 89.2 86.8 83.7 89.9

PGCN [21] ResNet-50 – – – 83.6 – – 80.8 88.9

Ours ResNet-50 96.5 95.4 90.0 83.5 88.6 84.3 80.3 88.9

Ours ResNet-152 97.1 95.9 90.4 85.3 89.4 85.7 81.5 89.9

by conv4_x in the backbone network to theASPPRmodule to
obtain the multi-scale context information, and performs the
matrix summation operation according to the channel dimen-
sion and the result after upsampling of the feature mapC5′ to
obtain the fused feature map. The deep feature and shallow
feature are combined to get the target feature which contains
both detailed information and semantic information, which
greatly improves the accuracy of joints location.

3.4 Improvement upsamplingmodule

In the improvement upsampling module, we implement
deconvolution layers to regress obtained feature maps to a
higher resolution. At the end of the network, several layers of
deconvolution are used to generate heatmaps for keypoints.
In order to achieve better restoration effect, upsampling2d
is used to enlarge the image to the required size, and then,
the deconvolutional layer is performed to form a new upsam-
pling module. The module uses upsampling2d to expand the
image size by two times, and then, the deconvolutional layer
with batch normalization and ReLU [24] activation is used.
Through convolution operation, the resolution of the rough
image can be restored and the robustness of the network can
be improved.

4 Experiment

In this section, we show our experimental results. We evalu-
ated our model on MPII [25] and COCO [26] datasets.

4.1 Dataset and evaluationmetrics

MPII: The MPII dataset [25] is the standard benchmark for
2D human pose estimations. The images are collected from
online videos covering a wide range of activities and anno-
tated by humans for 16 joints. It contains 25,000 training
images. The evaluation metric is the Percentage of Correct
Keypoints (PCK).

COCO: The COCO dataset [26] presents imagery data with
various human poses, different body scales, and occlusion
patterns. It contains more than 200,000 images and 250,000
human instances labeled with 17 keypoints. The COCO eval-
uation defines the object keypoint similarity (OKS) and uses
the mean average precision (AP) over 10 OKS thresholds as
the main competition metric. The OKS is calculated from the
distance between predicted points and ground-truth points
normalized by the scale of the person.

4.2 Implementation details

A Mean Squared Error(MSE) is used to compare the pre-
dicted heatmaps with ground-truth heatmaps Hk generated
by applying a two-dimensional normalized Gaussian center
at the ground-truth position of the kth joint. The ground-truth
human box is made as height:width = 4:3, then cropped out
of the image and adjusted to a fixed resolution of 256× 192
or 384 × 288. Data augmentation includes rotation(±40
degrees), scale (±30%) andflip.Our pose estimationnetwork
model is initialized by pre-training on the publicly released
ImageNet [27] classification task. In the training for pose esti-
mation, our basic learning rate is set to 1e−3, which drops to
10 times at 90 epochs and 120 epochs, for a total of 140 train-
ing epochs. We use the Adam [28] optimizer in the training
process. Our proposed model is implemented in Pytorch. All
experiments are run on a server with an Nvidia GEFORCE
GTX 2080Ti GPU.

4.3 Results

Results on MPII. We compare the performance of our
method and some previous methods on theMPII dataset. The
PCKh@0.5 is used to evaluate the performance. For simplic-
ity, we directly use the PCKh scores in [5]. Table 1 shows the
final results on MPII validation set. As shown in the table,
our method obtains the PCKh score of 89.9% on the MPII
validation set, which is comparable to previous methods.
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Table 2 Comparison with the 8-stage Hourglass, CPN, SimpleBase-
line, ECSN and PGCN on the COCO val2017 dataset. The results of
the proposed method are bold and placed in the last four rows of the
table

Method Backbone Input Size AP

8-stage Hourglass [4] – 256 × 192 66.9

8-stage Hourglass [4] – 256 × 256 67.1

CPN [6] ResNet-50 256 × 192 68.6

CPN [6] ResNet-50 384 × 288 70.6

SimpleBaseline [12] ResNet-50 256 × 192 70.4

SimpleBaseline [12] ResNet-50 384 × 288 72.2

SimpleBaseline [12] ResNet-101 256 × 192 71.4

SimpleBaseline [12] ResNet-101 384 × 288 73.6

ECSN [29] ResNet-50 256 × 192 72.1

ECSN [29] ResNet-50 384 × 288 73.8

PGCN [21] ResNet-50 256 × 192 71.1

PGCN [21] ResNet-50 384 × 288 72.9

Ours ResNet-50 256 × 192 72.3

Ours ResNet-50 384 × 288 73.9

Ours ResNet-101 256 × 192 72.5

Ours ResNet-101 384 × 288 74.5

Results onCOCO. In the COCO evaluation, we followed
the SimpleBaseline[12] and used the human detector whose
AP is 56.4 to provide human bounding boxes. Table 2 shows
our result with other competitive methods on the COCO val-
idation dataset. The human detection AP reported in 8-stage
Hourglass [4], CPN [6], ECSN [29] and PGCN [21] is 55.3.
Compared with the baseline [12], our method achieves bet-
ter performancewith the same backbone network. Compared
with the typical methods such as Hourglass [4] and CPN [6],
our method has a significant improvement. Our method also
has a certain improvement in performance compared with
more advanced methods such as ECSN [29] and PGCN [21].
While OHKM is used in ECSN [29], our method is com-
parable to ECSN [29], which means our method is simpler.
Therefore, we can conclude that our method has comparable
results.

Table 3 lists the results of our method and other methods
on the COCO test-dev dataset. As observed, our method out-
performs CPN by 1.2 AP for the input size of 384 × 288.
SimpleBaseline, ECSN and our method use the same back-
bone of ResNet-50. For the input size of 256 × 192, our
method is compared with ECSN. And our method out-
performs SimpleBaseline by 1.6 AP for the input size of
256×192.This demonstrates the effectiveness of ourmethod.
The final effect of the proposed network on the keypoints of
human body in COCO dataset images is shown in Fig. 3.

Table 3 Comparison results on the COCO test-dev dataset. The results
of the proposed method are bold and placed in the last two rows of the
table

Method Backbone Input size AP

Mask-RCNN [30] ResNet-50-FPN – 63.1

G-RMI [31] ResNet-101 353 × 257 64.9

CPN [6] ResNet-Inception 384 × 288 72.1

SimpleBaseline [12] ResNet-50 256 × 192 70.0

SimpleBaseline [12] ResNet-50 384 × 288 71.5

ECSN [29] ResNet-50 256 × 192 71.4

ECSN [29] ResNet-50 384 × 288 73.2

Ours ResNet-50 256 × 192 71.6

Ours ResNet-50 384 × 288 73.3

4.4 Ablation Study

Toexamine the influence of feature enhancement,multi-scale
feature fusion module and redesigned upsampling module,
we perform the ablation study on the COCO validation
dataset. We adopt the ResNet-50 as the backbone network
with the 256× 192 input size. Table 4 shows the experimen-
tal results when we gradually apply different components,
i.e., feature enhancement module, multi-scale feature fusion,
and redesigned upsampling module one by one. As can be
observed, feature enhancement can lead to 0.6 AP improve-
ment than the baseline model. This suggests that the joint
attention mechanism helps the network to better focus on
important information and enhance the extracted features.
When multi-scale feature fusion is applied, the aggregation
for information can further increase AP by 0.9, which indi-
cates that increasing the receptive field to obtain multi-scale
contextual information and performing information fusion
can lead to more accurate human keypoints localization
results. Finally, the proposed improvement upsamplingmod-
ule is shown able to expand image size for better recovery of
high resolution with the improvement of 0.4 AP. In order
to show the independent effect of the three modules, we
verify the performance effect of different combinations. It
can be observed that the feature enhancement module and
multi-scale feature fusion module play an important role in
improving the performance.

5 Conclusion

This paper proposes a novel convolutional neural network
architecture to locate the positions of the human body key-
points in images. By using the proposed network, more
importable feature information can be obtained by the use
of the feature enhancement module, and the fusion of multi-
scale feature can refine the prediction for the positions of
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Fig. 3 Qualitative results of some example images in the COCO datasets

Table 4 Ablation analysis of proposed method

FEM MSFF Improvement upsampling AP

× × × 70.4√ × × 71.0√ √ × 71.9

× √ √
71.3√ × √
71.2√ √ √
72.3

The experiment is evaluated on COCO validation set

the keypoints. In redesigned upsampling module, upsam-
pling2D and transposed convolution are jointly used to better
regress the obtained feature maps to higher resolution and
output heatmaps. We compare experiments with different
methods on two widely used datasets, i.e. MPII and COCO.
Based on the experimental results, we found that fine feature
extraction and utilization is an important task in human pose
estimation. The final results also indicate that our method has
better performance. In future work, we will focus more on
reducing the number of parameters in the network to achieve
real-time human pose estimation while improving network
performance.
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