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Abstract
Feature extraction and classification decision play an important role in speech emotion recognition. To improve the perfor-
mance of the multi-classification speech emotion recognition (SER) system, a two-stage bottleneck features selection model
and a novel multi-classifier joint decision (MCJD) algorithm are proposed. In two-stage bottleneck features selection model,
firstly, bottleneck features at different hidden layers are extracted from deep neural network (DNN) and fused using genetic
algorithm (GA). Secondly, principal component analysis (PCA) is used to eliminate the dimension disaster caused by high-
dimensional feature vectors. In addition, to make up for the shortcomings of single SVM classifier in SER, we use different
feature sets to train multiple SVM classifiers based on classification targets. The final recognition result is obtained by joint
decision of SVMs according to MCJD algorithm. Five-fold cross-validation is used, and an average accuracy of 84.89% is
achieved using the two-stage bottleneck features selection model and traditional support vector machines (SVM) classifier.
Then, using the MCJD algorithm, the average SER rate of the multi-classification SER system for seven kinds of emotions
is 87.08% on Berlin Database, which further improves the performance of SER system and shows the effectiveness of our
method.

Keywords Deep neural network (DNN) · Speech emotion recognition · Bottleneck features selection · Multi-classifier joint
decision algorithm

1 Introduction

With the wide application of human–computer interaction
technology, people are longer satisfied with the current intel-
ligence capability of computers. Among the many ways for
computers to recognize human emotional states, speech-
based emotion recognition is a very effective approach and
has become a new research hotspot. At present, speech emo-
tion recognition (SER) technology has been widely used
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in education, information, medicine, criminal investigation,
entertainment, etc. [1]. However, SER is facing a great many
difficulties: First, the emotion itself is difficult to be defined.

Second, it is still unclear which features are the most use-
ful features in distinguishing emotions. Third, one speech
signal may contain more than one emotion, so it is difficult
to determine which emotion is the dominant one. Fourth,
the emotional expression can be influenced by gender, age,
environment and even culture. A lot of research on these
challenging problems has done [2].

The extraction of speech emotion features is a crucial
process in SER. At present, the effective feature parameters
include voice quality features, prosodic features, spectral fea-
tures and bottleneck features [3, 4]. Bottleneck features from
deep neural network (DNN) contain deeper information of
speech signal, which can get excellent performance in the
field of SER [5–12]. In previous studies [5], we proposed
an SER method based on DNN-decision tree support vector
machines (SVM).For diverse emotiongroups, differentDNN
networks were trained to extract the bottleneck features.
Compared to the traditional SVM and DNN-SVM classi-
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fication method, the method made the SER rate increase.
Long et al. proposed amodel that jointed a bottleneck feature
extraction network and attention model [13]. In the proposed
model, bottleneck features were extracted by deep belief net-
work and the encoder-decoder model was based on attention.
Experiments were conducted on the TIMIT corpus, showing
that the phoneme error rate was 17.80% on the test set and
the average training iterations decreased.Wöllmer et al. intro-
duced a novel context-sensitive feature extractionmethod for
spontaneous speech recognition by combining bidirectional
long short-term memory modelling and bottleneck feature
generation [14]. Evaluations showed that this method pre-
vailed over recently published architectures for feature-level
context modelling. These works prove that bottleneck fea-
tures are effective for SER. Inspired by these, we extract
bottleneck features through DNN in the experiment.

In order to make full use of the information expressed
by bottleneck features at different hidden layers, we can
extract the deep bottleneck features and the shallow bottle-
neck features from DNN, and then combine them. However,
the method of direct combination of speech features will pro-
duce high-dimensional speech emotion feature data, which
may have the problem of feature redundancy because of
the strong correlation between different features. Also, too
high-dimensional feature data will increase training time and
consume computer resources. By selecting the optimal fea-
tures that have a strong contribution to various kinds of
emotions of speech, redundant features can be eliminated,
which reduce the feature dimension [15–18]. Researchers
have also done many works on feature dimensionality reduc-
tion. Ke et al. proposed PCA-continuous hidden Markov
model (PCA-CHMM), which improved the performance
of SER [15]. Zhang et al. adopted kernel isometric map-
ping (KIsomap) for feature extraction on spoken emotion
recognition tasks and KIsomap achieved better performance
than locally linear embedding (LLE) and isometric mapping
(Isomap) [17]. Ingo Siegert et al. presented a corpus similar-
ity measure based on PCA-ranked features, which improved
cross-corpus emotion recognition [18]. In this paper, we use
genetic algorithm (GA) for parameter optimization to com-
bine the speech features, and then use principal component
analysis (PCA) for feature dimension reduction, which is a
two-stage feature selection model. In addition, the main clas-
sifiers used in SER are K-nearest neighbour (KNN), Gauss
mixturemodel (GMM), artificial neutral network (ANN) and
SVM. Ratna Kanth et al. presented the construction of binary
SVMs and its significance for efficient SER [19]. On the
test set, the average accuracy for the binary SVMs and the
multiclass SVM was 92.25% and 77.07%, respectively. On
the same test set using the combinator algorithm, the fused
model produced an overall accuracy of 87.86%. Rahul et al.
used GMM and KNNmodels for the recognition of six emo-
tional categories on Berlin emotion database and showed the

comparison of the two algorithms for performance analysis
which was supported by the confusion matrix [20]. In this
paper, a multi-classification SER system based on a novel
MCJD algorithm is proposed to make up for the deficiency
of a single classifier in recognizing speech emotion.

This paper is organized as follows. In Sect. 2, we intro-
duce the two-stage bottleneck features selection model. In
Sect. 3, the proposed SER classification system based on
novel MCJD algorithm is given. In Sect. 4, we describe the
experiments and results. Finally, we draw a conclusion in
Sect. 5.

2 Two-stage bottleneck features selection
model

In the research of traditional SER, the traditional acoustic
emotional features are usually used for experiments, and
good results can be achieved in some scenes. However, in the
field of SER, bottleneck features are also excellent, which
is the deep expression of speech emotion. In this paper,
we select the bottleneck features extracted from DNN as
the speech features. What’s more, feature fusion can over-
come the shortcoming that single feature cannot describe
the emotional information comprehensively, improving the
classification accuracy. The contribution of each feature to
emotion classification is different, so we cannot simply con-
nect the various features, but give the bigger weight to the
features with the larger contribution.

Here, a two-stage bottleneck features selection method
is proposed, which is shown in Fig. 1. In the first stage fea-
ture selection, appropriate bottleneck features fromDNN are
extracted and fused using GA for SER. In the second stage
feature selection, PCA, an optimal feature subset selection
technique, is used to eliminate the curse of dimensionality.

Firstly, speech samples are divided into training set and
test set. On the training set, the DNNs with different bot-
tleneck layer are trained, and deep and shallow bottleneck
features are extracted, respectively. Then, the fused bottle-
neck features with initial weights are taken as the input of
GA. GA is used to search for the optimal weights to realize
the bottleneck features fusion. Then, PCA is used to filter the
fused features. Finally, the emotional features for classifica-
tion are obtained and used to train the classifier.

On the test set, the deep and shallow bottleneck features
are extracted by the trained DNN model, and then combined
with the weights obtained by GA in the training process.
Thus, the fused features on the test set are obtained. Then,
the features after dimension-reduction with PCA are used as
the input of the trained SVM. Finally, the result of speech
emotion recognition is achieved.
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Fig. 1 Two-stage bottleneck features selection method

2.1 DNNmodel for bottleneck features

DNN is applied to computer vision, speech processing, natu-
ral language processing and other fields, which has achieved
great success [21, 22]. DNN can be used to extract the emo-
tional features from speech, which is an indirect application
of DNN. Using the DNN model to directly complete the
speech emotion classification task is a direct application.
However, the direct speech emotion classification effect of
DNN is not very ideal. In this paper, DNN is used to extract
the bottleneck features. The designed DNN network has five
layers, the Fourier coefficients are extracted as the input of
DNN, through a series of steps.

First, the speech signal needs some pre-processing oper-
ations, such as pre-emphasis, framing windowing and end-
point detection. Then, the harmonic coefficients in the speech
are obtained through Fourier transform processing.When the
harmonic coefficients are calculated, the modulus of the har-
monic coefficients can be calculated to obtain the Fourier
coefficients. There are three hidden layers, among which the
number of neuron nodes in the middle layer is much smaller
than that in other hidden layers, so the middle hidden layer is
the so-called bottleneck layer. The output layer is a softmax
layer. After two processes of pre-training and fine-tuning,
DNN fully learns the emotional information contained in the
speech signals and mines the structural information hidden
in the speech.

According to the different positions of the bottleneck layer
in the hidden layer, 3 DNNs used in this paper. They are
namedDNN1, DNN2 andDNN3, respectively (DNN1 refers
to the first hidden layer as the bottleneck layer), used to
extract different bottleneck features. Bottleneck features of
all training speech are acquired, and five global statistics,
including mean, variance, median, maximum and minimum,
are calculated for the extracted features. In the test phase, the

trained DNN was used to extract the bottleneck features in
the same way.

2.2 Feature fusion with GA

The expression of emotion in speech varieswith different lan-
guage, gender, age and culture. Thedifference of these factors
will lead to the diversification of acoustic emotion distribu-
tion. At present, there is no direct identification method for
which features are more distinguishable in different speech
emotion databases. In this paper, a feature fusion strategy
based on GA is adopted. Bottleneck features based on differ-
ent hidden layers are fused in a weighted way. The weights
are optimized by GA to obtain the contribution weights of
different features. Then, features are fused in a weighted way
to obtain the emotional feature set. Finally, they are input into
the classifier for training and testing to get the final recogni-
tion result.

In SER systems, different features contribute differently
to SER. The greater the contribution, the greater the weight.
In this paper, a weight set is calculated to measure the con-
tribution of different features. Suppose the feature set of the
ith feature is represented as xi , and the contribution weight
of the ith feature iswi . In this paper, deep bottleneck feathers
and shallow bottleneck feathers are fused. The fused feature
set can be expressed as:

X � [w1x1 , w2x2] (1)

GA is an advanced algorithm to solve optimization prob-
lems. It has many advantages, such as good convergence,
strong adaptability, high optimization efficiency and good
optimization results. The procedures of GA are as follows
[23, 24]. When GA is used to search for the optimization of
{w1, w2}. X needs to be used as the input of GA, and then
GA is randomly initialized to generate multiple groups of
{w1, w2} individuals. These individuals constitute the ini-
tialized population P(0), and then according to the rules of
GA, these {w1, w2} need to be encoded. This paper adopts
the binary encoding method, assuming that the binary string
sequence is the binary encoding form of {w1, w2}, these
binary string sequences are called chromosomes in GA, and
{w1, w2} represents an individual. Then decode the encoded
chromosome to obtain the weight parameters that need to be
optimized in the individual, and put the optimized parame-
ters into the fitness function to calculate the individual fitness
value. The fitness function adopted in this section is the aver-
age recognition rate of all kinds of emotions, that is, after
calculating the fitness function, the average recognition rate
corresponding to each weight set can be obtained, among
which the classifier used in the fitness function is SVM.
Then judge whether it reaches the number of iterations. If
it reaches, terminate the search and output the value of the
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optimization weight. Otherwise, continue the selection oper-
ation, select two individuals from the population to copy
according to the fitness value, and then determine whether
the two selected individuals need to perform the crossover
operation through the crossover probability in GA.

2.3 Feature dimensionality reduction with PCA

The feature dimensionwill become larger after fusion, which
results in long training time of the SVM model, and previ-
ous research shows that recognition rate will be reduced due
to feature redundancy. Therefore, before classification, we
choose PCA to filter the fused features.

The goal of PCA is to map high-dimensional data to low-
dimensional space through a certain linear projection, and
maximize the variance of the data in the projection dimen-
sion, thereby using fewer data dimensions and retainingmore
features of the original data points. In plain English, if all the
points are mapped to the same point, almost all the informa-
tion is lost, while if the variance is as large as possible, the
data points are scattered to retain more information. It can be
proved that PCA is an excellent linear dimensionality reduc-
tion method with the least loss of original data information.
Actually, it is closest to the original data, which explains why
PCA does so well to some extent.

3 Proposedmulti-classification SER system
based on novel MCJD algorithm

The feature fusion method based on GA effectively fuses
bottleneck features by weighting and obtains good SER per-
formance on the EMO-DB database. However, in this feature
fusion strategy, the optimization method of GA is based on
the average recognition rate of all kinds of emotions as the
optimization goal. In fact, this method does not take into
account the uniqueness of each type of emotion, only fusing
featureswith the sameweight set. That is, the same feature set
is usedwhen classifying different emotions. In order to select
themost appropriate feature set for each emotion and get bet-
ter SER performance, we propose a multi-classification SER
system based on the MCJD algorithm.

The proposed classification system for SER is shown in
Fig. 2. After the speech signals are preprocessed and input
to the two-stage feature selection model, different features
for SVMs are obtained according to the different optimiza-
tion goals. SVM0 focuses on the overall performance of
seven emotions, so the fitness function of GA is the aver-
age recognition rate of seven emotions. The obtained emotion
feature set is more suitable for the classification task of seven
emotions. For SVM1-SVM7, we take the average recog-
nition rate of a single emotion as the fitness function of
GA to obtain the contribution weights of the emotion fea-

Fig. 2 Proposed multi-classification SER system based on MCJD algo-
rithm

ture. Then, we input optimized fusion features to SVMs to
train SVM1–SVM7 classification models corresponding to
anger, happiness, boredom, neutral, sadness, fear and dis-
gust, respectively. Finally, the novel MCJD algorithm is used
to obtain the final classification results.

In the SER system, emotion features are extracted, fused
and dimensionally reduced by the two-stage bottleneck fea-
tures selection model. Then, the suitable emotion feature set
is fed on SVM0–SVM7, respectively. Finally, based on the
novelMCJD algorithm, speech emotion classification is real-
ized. The MCJD algorithm pseudo code is shown in Table 1.
First, check the output of SVM0, if the output of SVM0 is
angry, then find SVM1 (SVM1 is the classifier with the high-
est emotion recognition rate of angry as the training target,
so in SVM0–SVM7, SVM1 has the best recognition effect
on angry speech). If the output of SVM1 is also angry, then
the classification result is angry. If not, then the classifica-
tion result is the emotion identified by most classifiers in
SVM1–SVM7. If the output of SVM0 is the other six emo-
tions, the decision is also made in this way.

Activated by voting mechanism, MCJD algorithm is an
improvement of voting based on several basic classifiers,
which is an ensemble learning model that follows the princi-
ple of minority obeying the majority. The variance is reduced
through the integration of multiple classifier models so as to
improve the robustness of the whole model. In the MCJD
algorithm, we first make use of the particularity of the trained
basic classifiers (SVM0–SVM7) for pre-judgement, and then
use the votingmethod for joint decision to get the final result,
which can further improve the robustness of the classification
model.
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Table 1 Pseudo code of MCJD

Pseudo code of MCJD

Begin
Case result of SVM0 is
Case1: Anger
If output of SVM1 is Anger, then classification result is Anger
Else output the emotion identified by most classifiers in
SVM1–SVM7
EndIf
Case2: Happiness
If output of SVM2 is Happiness, then classification result is
Happiness
Else output the emotion identified by most classifiers in
SVM1–SVM7
EndIf
Case7: Disgust
If output of SVM1 is Disgust, then classification result is Disgust
Else output the emotion identified by most classifiers in
SVM1–SVM7
EndIf
EndCase
End

4 Experiments and results

In this section, we evaluate the system performance of SER
by conducting experiments on the EMO-DB emotional cor-
pus. Firstly, we introduce the dataset. Secondly, experimental
data and preparation are discussed. Thirdly, results with the
proposed method are displayed.

4.1 Emotional corpus and data preparation

4.1.1 EMO-DB corpus

In the field of SER, no matter how advanced the technology
is, it is necessary to have an appropriate emotion corpus to
conduct relevant experiments. At present, there are a variety
of emotional corpus in this research field, which are usually
divided into two categories: discrete and dimensional. Due to
the difficulty in recording the dimensionality emotion corpus
and the rarity of the corresponding corpus, this paper uses
discrete corpus for experimental simulation.

Berlin Emotional Corpus (EMO-DB) was recorded by
Berlin University of Technology in Germany. The corpus
includes seven different emotions: anger, happiness, bore-
dom, neutral, sadness, fear, and disgust. It is obtained by ten
professional actors (five men and five women) who perform
different emotion simulations on ten sentences (five long sen-
tences and five short sentences). The sentences in the corpus
are 800 in total, and more than 500 of them are obtained after
screening, sampling at 48 kHz (then compressed to 16 kHz),
and finally quantizing at 16 bit. The selection of corpus text
follows the principle of semantic neutrality and no emotional
inclination, and it is a daily colloquial style without toomuch

written language modification. Voice recording is completed
in a professional studio. Actors are required to recall their
real experience or experience before performing a specific
emotional segment to brew their emotions, so as to enhance
their feelings.

4.1.2 Experimental data and preparation

The emotion recognition model is SVM using the tool of
LIBSVM in the environment of MATLAB R2018a. In the
experiment, the CPU model of the computer is Intel Core
i5-8250U, and the graphics card model is NVIDIA GeForce
MX150.

During the experiment, each speech sample in the emo-
tional corpus is all preprocessed, and the frame length and
frame shift are set to 256 points and 128 points, respectively.
The emotional feature parameter selected in the experiment is
the Fourier coefficient, that is, the entire voice is studied from
the frequency domain. After frame splitting, each frame has
256 points. The emotional feature parameters of five consec-
utive frames are spliced to form a 1280-dimensional vector,
which is the input of the whole DNN. Due to the uneven
characteristic parameters, the characteristic parameters are
normalized in the experiment. The DNN used in this paper
consists of five layers. The input layer is a 1280-dimensional
vector, and there are three hidden layers in the middle. One
of the hidden layers will be set as the bottleneck layer. The
number of neurons in this layer is set to 100, while the num-
ber of neurons in the other hidden layers is set to 1280, and
the output layer is a softmax layer with the same size as the
classification, that is, the last layer has seven neurons. In fact,
softmax can also be used as a classifier to recognize seven
kinds of emotions. Therefore, only by taking this as a con-
straint, we can get the bottleneck characteristics to represent
the emotions. Then calculate the corresponding five global
statistics (mean, maximum, minimum, variance, median) to
train DNN. After the bottleneck features are extracted by
DNN, the features of different bottleneck layers are fused
and selected for training and testing SVM.

During training DNNs, batch size, learning rate, and net-
work structure are important. According to the previous
research and experiments on related parameters, the best
effect is obtained when the batch size is 2. The purpose of
setting the batch size is to allow themodel to select batches of
data for processing during the training process. When there
are a lot of samples in the training set, directly inputting these
data into the neural network will lead to a large amount of
calculation. Moreover, when all samples are input into the
network at the same time, it is often difficult to determine a
global optimal learning rate to make the training effect the
best. At the same time, the learning rate is set to 0.005. If the
learning rate is too high, the training may not converge or
even diverge. If the learning rate is too low, the training will
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Table 2 Average recognition rate for fused bottleneck features with GA

Fused bottleneck features with GA Average recognition rate (%)

DNN1 + DNN2 81.11

DNN1 + DNN3 80.71

DNN2 + DNN3 79.07

DNN1 + DNN2 + DNN3 77.27

Table 3 Average recognition rate with two-stage bottleneck features
selection

Two-stage bottleneck features
selection

Average recognition rate (%)

DNN1 + DNN2 84.89

DNN1 + DNN3 84.34

DNN2 + DNN3 83.87

DNN1 + DNN2 + DNN3 82.79

Fig. 3 SER rate of bottleneck features at different hidden layers (%)

definitely converge, but it will take a long time. The number
of iterations is set to 50 times.

4.2 Results with the proposedmethod

4.2.1 Comparison results using fused bottleneck features
with GA

Firstly, we test the emotion recognition rate of the bottle-
neck features at different hidden layers on the EMO-DB
database, which is shown in Fig. 3, and the average recogni-
tion rates of DNN1, DNN2 and DNN3 are 70.96%, 72.22%
and 71.66%, respectively. We can see that the system using
the features of DNN2 performs best. For sadness and anger,
single-layer bottleneck features can achieve good recogni-
tion results, but the recognition rate of happiness is low and
the average recognition rate needs to be further improved.
Therefore, we use GA to fuse deep bottleneck features and
shallow bottleneck features to improve the performance of
speech emotion recognition.

For each segment of speech, we use GA to fuse deep bot-
tleneck features and shallow bottleneck features, and then
calculate five statistical values of fused bottleneck features
to obtain 1000-dimensional emotion features. Then, emotion
features are fed to traditional SVMclassifier. The experimen-
tal results are shown in Table 2. It can be seen from Table
2, when the bottleneck features of DNN1 and DNN2 are
fused, the emotion recognition rate reached 81.11%, which
is 10.15% higher than that of DNN1 and 8.89% higher than
that of DNN2. However, after we fuse the features of the
bottleneck layers of DNN1, DNN2, and DNN3, the emotion
recognition rate is only 77.27%, which is not as high as we
expected. It is not always correct that the more features, the
higher recognition rate. On the contrary, more features will
cause feature redundancy and affect the emotion recognition
rate.

4.2.2 Effect of feature dimension reduction

In the experiment, we investigate the effect of feature dimen-
sion reduction using PCA on recognition. PCA function in
the Libsvm toolbox is used to reduce the feature dimension.
The most important parameter is the threshold, which is the
degree of interpretation of the original variable (a number
between 0 and 100). The principal component can be selected
through this threshold. Its default value is 90, that is, the
selected principal component can reach the degree of inter-
pretation of the original variable by 90% by default.

The specific dimensional reduction effects of PCA on the
EMO-DB corpus are shown in of Fig. 4. It can be seen from
the experimental results that the fused bottleneck features
with different dimensions get the different performance of
speech emotion recognition. In general, the system recogni-
tion rate is increase first, and then decrease with the increase
in feature dimensions. It can be seen from Fig. 4 that the
fused bottleneck features from DNN1 and DNN2 achieve
the best performance when the feature dimension is reduced
from 1000 to 165. The highest average recognition rate for
the seven categories of emotions is 84.89%, when the thresh-
old is set to 90. That is to say, the reduced 165-dimensional
features can explain 90%of the information covered by 1000-
dimensional features, which greatly reduces the redundancy
and improves the accuracy of recognition.

4.2.3 Comparison results using two-stage bottleneck
features selection model

In order to reduce the computational complexity, PCA feature
screening method is used to reduce the dimension of the
feature set before the feature set is input into SVM classifier,
which not only reduces the time of classifier training, but also
improves the performance of speech emotion recognition.
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Fig. 4 Specific dimensional reduction effects of PCA(DNN1+ DNN2)
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The average classification results of fused features from
different DNNs are shown in Table 3, after two-stage bottle-
neck features selection model is used. Compared with Table
2, after dimensionality reduction by PCA, the emotion recog-
nition rate of the combined bottleneck features at different
hidden layers is increased. Among them, the fused bottleneck
features from DNN1 and DNN2 have the best performance
in emotion recognition rate. It is 84.89%, which is 3.78%
higher than that without dimensionality reduction.

Using fused features from DNN1 and DNN2, with and
without PCA, the classification results of 7 emotions are
shown in Fig. 5. As shown in Fig. 5, except for the sad-
ness emotion, the recognition rate of the other six emotions
is greatly improved. In particular, the recognition rate of the
happiness emotion is improved by 6.74%. This experimental
result verifies the effectiveness of PCA in bottleneck features
selection.

Obviously, DNN also has the ability of feature selection.
The node number of the bottleneck layer is far less than that of
other hidden layers. We use DNN to fuse and select features
to compare with the two-stage bottleneck feature selection
model. The experimental results are shown in Fig. 5, and the
average recognition rate is 78.4%, which is 6.49% lower than
the proposed two-stage bottleneck feature selection model.

Table 4 Optimal weights for SVMs

SVMs Fitness function Optimal weights

K1 K2

SVM0 Average recognition rate of 7 emotions 0.1280 0.8404

SVM1 Recognition rate of Anger 0.7797 0.5699

SVM2 Recognition rate of Happiness 0.1007 0.5850

SVM3 Recognition rate of Boredom 0.8846 0.0657

SVM4 Recognition rate of Neutral 0.7338 0.0330

SVM5 Recognition rate of Sadness 0.3219 0.7386

SVM6 Recognition rate of Fear 0.0185 0.6293

SVM7 Recognition rate of Disgust 0.2674 0.9439

Table 5 Emotion recognition
rate of proposed method

Emotion Accuracy (%)

Anger 90.05

Happiness 88.17

Boredom 80.77

Neutral 93.33

Sadness 80.3

Fear 90.2

Disgust 86.71

Average 87.08

4.2.4 Performance of proposed method

One classifier does not necessarily perform well for each
emotion, so we train different SVM classifiers according to
the characteristics of different emotions, and then combine
these SVM classifiers by MCJD algorithm. In other words,
considering the difference emotions, the recognition rate of
each emotion category is taken as the optimal search target of
GA to obtain the emotion feature set that contributes themost
to the certain emotion category. Optimal weights searched by
GA for SVMs are given in Table 4.

As can be seen fromTable 4, the optimalweight set of each
SVM classifier is different. Taking SVM0 as an example,
the weight set obtained by GA is {0.1280, 0.8404}, so the
feature set of SVM0 is [0.1280×1, 0.8404×2]. Through
these different feature sets, different SVMs are trained, and
correspondingly, different test results are obtained naturally.

Table 5 shows the emotion recognition rates of the
proposed system based on two-stage bottleneck features
selection and MCJD algorithm. Though there is slightly
insufficiency for the recognition of boredom and sadness, the
recognition rate of theMCJD algorithm is 2.19% higher than
that of the traditional SVM, which proves that to some extent
the proposed classification system based on novel MCJD
algorithm can obtain better recognition results than tradi-
tional SVM classification.

123



1260 Signal, Image and Video Processing (2022) 16:1253–1261

Table 6 SER rate at each stage
Bottleneck features Feature selection Classifier SER rate (%)

DNN1 DNN2 DNN3 PCA SVM MCJD

✓ ✓ 70.96

✓ ✓ 72.22

✓ ✓ 71.66

✓ ✓ ✓ 81.11

✓ ✓ ✓ 80.71

✓ ✓ ✓ 79.07

✓ ✓ ✓ ✓ 77.27

✓ ✓ ✓ ✓ 84.89

✓ ✓ ✓ ✓ 84.34

✓ ✓ ✓ ✓ 83.87

✓ ✓ ✓ ✓ ✓ 82.79

✓ ✓ ✓ ✓ 87.08

Table 7 Comparison of proposed SER method with state-of-the-art
methods

Methods SER (%)

Low level feature with GMMs model [25] 82.82

Log-mel spectrogram with SNN [26] 84.3

MFCC, chromagram, etc. with CNN [27] 86.1

Speech spectrograms + CNN + BiLSTM [28] 85.57

Our method 87.08

Table 6 summarizes the SER rate at each stage. As we
can see, the average recognition rate of the proposed method
is 87.08%, which proves the effectiveness of the two-stage
bottleneck features selectionmodel and theMCJDalgorithm.

In addition, the comparative study of the proposedmethod
with the state-of-the-art works on EMO-DB is illustrated in
Table 7, which better proves the superiority of our method.

5 Conclusion

In this paper, in order to get the best bottleneck features, a
two-stage bottleneck features selection model is proposed,
which not only eliminates the redundant features, but also
gets the features that are most suitable for the classifi-
cation target. To further improve the emotion recognition
rate, a multi-classification SER system based on a novel
MCJD algorithm is presented. In the system, eight SVMs
are acquired by different feature sets and the classification
result is obtained by the MCJD algorithm. Finally, an aver-
age recognition rate of 87.08% is achieved on the test set,
which proves that bottleneck features are very effective for
SER, especially for angry, happiness, neutral, fear and dis-
gust. At the same time, it also shows that the bottleneck

features still contain redundant information, and PCA is an
excellent feature screening method. It also proves that the
MCJD algorithm effectively compensates for the deficiency
of single SVMclassifier, which has a certain correction effect
on the classification of emotions. However, the recognition
rate of boredom and sadness is not ideal, which needs further
study in the future.
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