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Abstract
Multi-person pose estimation in natural scenes has been a hot topic in the recent years. The prediction speed of the top-down
methods is affected by the number of people in the scene, so the bottom-up methods has an advantage in natural scenes.
However, the study found that the accuracy of human margin joints (the joints farther from the center of the human, such
as wrist and ankle) is always lower than that of the joints that are closer to the center of the human (such as shoulder and
hip), and the accuracy gap between joints categories is large. Inspiring from the structural characteristics of human body,
this paper proposes a tree structure network (TSNet) for human pose estimation, which divides the joints of the human into
several levels according to the characteristics of human body structure, and stepwise predicts the joints from human center
to human margin. Combining with the global features, the joint features of the next layer are predicted by extracting the
correlation between the joint features of the current layer and the joint features of the previous layer. Therefore, each human
joint contains not only the joint information of the current layer and the joint information of the previous layer, but also the
background information. The experiment results show that this method can effectively alleviate the uneven precision of joints,
and the TSNet can effectively improve the accuracy of lower body joints by setting different activation values for different
joints. Extensive experiments on MPII datasets demonstrate the effectiveness of our proposed model and method.

Keywords Tree structure network · Different activation values · Hierarchy of joint division · Multi-person pose estimation

1 Introduction

Human pose estimation is a fundamental task of computer
vision to the study of human behavior. It allows the computer
to detect the position of human joints from a single RGB
image.Due to the requirements of actual scenes,multi-person
pose estimation has been more popular than single-person
pose estimation in the recent years.

Currently, human pose estimation methods can be cat-
egorized into top-down methods and bottom-up methods.
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The top-down methods [1–4] depend on a person detectors
to detect each person instance with a bounding box. Then
perform the single person pose estimation [6–9] for each per-
son instance. Generally, the top-down methods can achieve
high detection accuracy. Most of state-of-the-art methods on
multi-person human pose estimation benchmarks are based
on top-down methods. However, those methods has high
computational complexity and lacks the correlation between
various joints of the body and global context information of
other people. Because of the lack of end-to-end design, the
prediction results of the joints in the second stage will be
affected by the results of person detectors in the previous
stage. Moreover, the top-down methods are easily affected
by the number of people in the image, the detection speed
of those methods will decreases with the increase in the
number of people. By contrast, the bottom-up methods [11–
13,15] directly detects the candidate joints of all the people
in the image, than categorize the candidate joints into the
corresponding human instance according to artificial defined
clues between the joints. This strategy eliminates the limita-
tion on the number of people in the image. It can run with
high efficiency and is more capable of achieving real-time
performance.Although the bottom-upmethods hasmade sig-
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nificant progress on common datasets, it is still challenged
by complex postures and real-world scenarios.

Extensive research [5,10,14,16,17] has shown that the
accuracy of the human margin joints is always much lower
than that of other joints. We notice that the accuracy always
decreases gradually from the shoulder joint, the elbow joint
to the wrist joint. The accuracy gap between different joints
is large. The same result goes from hip to ankle. This phe-
nomenon also occurs in the top-down methods, but the
accuracy gap of which is smaller. There are three main rea-
sons for the smaller accuracy gap: (1) Comparing with other
joints, human margin joints are more flexible and similar. (2)
When it comes to the occluded joint points, it is very diffi-
cult to detect them. (3) During training, the occluded human
marginal joints were not well trained. Therefore, it is signif-
icant to improve the accuracy of human margin joints.

In this paper, we propose a new tree structure network to
solve the above problem ofmulti-person pose estimation.We
assume that the feature information between adjacent joint
points is more important for joint point prediction than the
joint itself and some background features, especially when
the joint points are covered. In addition, in predicting phase,
themargin joints with higher degree of freedom, amore aver-
age activation value is needed.

In summary, our contributions are as follows:

1. We tried to solve the problem of low precision of human
edge joints, which has rarely been studied before in
bottom-up multi-person pose estimation.

2. We propose a TSNet for multi-person attitude estima-
tion based on the bottom-up process, in which joints
are categorized into different levels. During the train-
ing, the joint features of the current layer were combined
with the global background features to predict the next
layer of joint one by one. It can make full use of the
feature extraction ability of neural network for each sub-
task, also increase the amount of the context information
between joints and promote the informationflowbetween
the joints of the same layer. Consequently, the prediction
accuracy of edge joints is improved.

3. We set different activation values for different joints so
that the joints with a higher degree of freedom can learn
to have a data which is distributed more averagely. To
verify the validity of the network on the same dataset, we
designed experiments with TSNet of two different struc-
tures and replaced the network of other methods with
TSNet of our best by using the same processing opera-
tions and matching rules.

The remainder of this paper is organized as follows.
Section 2 introduces some related work of human pose esti-
mation. Section 3 discusses the proposed method. The two
different network structures are introduced in Section 3.1

and Section 3.2, respectively. Section 4 analyzes the exper-
imental results. Section 5 summarizes the effectiveness and
limitations of the proposed method and looks forward to the
future work.

2 Related work

Top-downmethods. In the top-downmethods [2,27,34], the
bounding box of each person is first detected in the image,
and then a single-person pose estimation is performed for
each bounding box. The person bounding boxes are usually
generated by anobject detector [19–22].Most previousmeth-
ods used well-trained and state-of-the-art (SOTA) human
detectors, such as Faster R-CNN [21] and SSD [23]. Mask
R-CNN [24] directly adds a keypoint detection branch on
Faster R-CNN. The faster and more accurate YOLO [25]
is widely used at present. There are two options for single-
person pose estimation. One is represented by the DeepPose
[30]. It is different from the traditional method [26–28] of
matching handcrafted skeletal features. DeepPose adopts a
cascade method, uses a deep network model to transform
human pose estimation into the keypoint regression process.
The other [18] option is heatmap, which can directly detect
human joints. Numerous networks are designed for feature
extraction based on the above two methods [29], following
that the accuracy is greatly improved.

Bottom-upmethods.Conversely, in the bottom-upmeth-
ods [32,33], all joint candidates are first detected by applying
a joint detector globally, and then the joints are categorized
into multiple human instances through the clues of artifi-
cially defined joints. In terms of joint detector design, to
accurately detect the high flexibility and small scale of the
marginal joints in the human body, Stacked Hourglass Net-
work [31], the HigherHRNet [36], and the method [28,35]
similar to Stacked Hourglass Network. These methods can
extract and integrate high-resolution appearance features and
low-resolution semantic features, obtaining more accurate
detection results. For the matching phase, the offset between
human joints is usually used to build the model. This method
is represented by OpenPose [14], which defines the affin-
ity of joints through the geometric offset of human torsos.
PPN [17] works by mapping candidate joints to different
human embedding centers, which can capture more contexts
to alleviate the problem of the joints’ being obscured. On
the contrary, Chen et al. [38] proposes a method of predict-
ing limb heatmaps as cues between the joints to enhance the
characteristic information between the joints and improve the
accuracy of the joints. To eliminate the matching phase and
improve the prediction speed of human posture estimation,
SMPM [37] directly detects the center of each human and
gets other joint positions through joint coordinate regression.
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3 Ourmethod

In this section, we will discuss about tree structure network.
Figures 1 and 2 illustrate two kinds of designed network
architecture. To begin with, the first method will be briefly
described. Then, according to the result analysis of the first
method, the other method and its components will be intro-
duced in detail.

3.1 Initial TSNet

Compared to the previous work, we did not predict all the
joint heatmaps and all the offset heatmaps in the correspond-
ing branches. Instead, we consider each joint type as a branch
of the network. The network framework is shown in Fig.1a.
There are 16 branches, namely 16 joint types, in the network.
Each branch contains a feature module responsible for pre-
dicting a joint heatmap and an offset heatmap of a joint. The
thorax joint was chosen to be the root node of the human,
where the output feature map of each feature module is com-
bined with the global background feature map to predict the
feature of the next adjacent joint. The information transfer
process between branches of the network is shown in Fig.1c.
All the joint heatmaps and offset heatmaps predicted by the
branches are connected in the end, and the final output of the
two parts is obtained by making slight adjustments through
a convolution block, respectively. This method is out of the
consideration of the structural characteristics of human body,
so that more contextual information can be captured for the
edge joint with a high degree of freedom.

Keypoint heatmaps. Both methods use the same gen-
eration approach for joint heatmaps that adopt the form of
Gaussian response heatmap used in most algorithms. The
calculation process of the keypoint heatmap is shown in
Equation (1). Take the joint p j as an example, C j,p denotes
the generated confidence score of the joint in the heatmap
position p. σ j denotes an empirical constant set to control
the variance of the Gaussian distribution, usually, this value
is an empirical fixed value, and if the distance value between
p and p j is bigger than the set threshold d, then the confi-
dence score for this position is set to 0, otherwise, equation 1.
Eventually, a heatmap will produce a collection of the same
type of joints. We choose the maximum confidence to be the
ground truth for the joint, which is the position of a joint.

C j,p = exp(
−‖p j − p‖2

σ 2
j

) ‖p j − p‖2 ≤ d (1)

Different from the previous methods, the proposed algorithm
sets different values σ j for different types of joints to control
the activation values generated in the joint heatmap. Table 1
shows the results are affected by different values.

Offset heatmaps. Both methods use the same generation
approach for the clue between the joints. We use the form
of offset embedding similar to PPN. Specifically, first, we
define a joint as the root node of the human and choose the
thorax joint. Then, we offset each connected joint from the
position of the back joint to that of the front one. The offset
value is also the position corresponding to the maximum
confidence in the joint heatmap. When the distance value
between two kinds of joints is smaller than the set threshold,
the two joints are adjacent joints. Fi

jxτ and Fi
jyτ denote the

response value of the position of the j th joint of the i th people
on the 2 j th and (2 j +1)th offset heatmaps, respectively. The
response values of offset heatmap are calculated according
to Equations (2) and (3), wherew and h are, respectively, the
width and the height of the input image in the training stage.
If the distance value between pij x or p

i
j y and τ is bigger than

the set threshold d, then the confidence score for this position
is set to 0, otherwise, Equation 2 and equation 3.

Fi
jyτ = pij y − τy

h
‖pij y − τy‖2 ≤ d (2)

Fi
jxτ = pij x − τx

w
‖pij x − τx‖2 ≤ d (3)

During the experiment, a jump connection of joint features
was added to enhance the context information between the
joints, as shown by the red arrow in Fig.1c. By adding the
jump connection can improve the accuracy of human edge
joints. But it is easy for a redundant structure to transmit the
prediction error of the front joint to the back joint, the error is
magnified at the end joint. And we found something else. As
shown in Table 1, by setting different activation values for
different joints, the accuracy of leg joints can be improved
effectively.

3.2 Tree structure network

TSNet improves the network structure on the basis of Ini-
tial TSNet, the result of TSNet is better. As shown in Fig. 2
(b), the global features were extracted through an hourglass
module. The thorax joint is considered as the root node of
the human. The network will learn joint heatmaps and offset
heatmaps separately. Specifically, we divide the human joints
into four layers according to their distance from the center
of the human. The first layer contains the upper neck, chest
and pelvis; the second layer contains the top of the head,
shoulders and hips; the third layer contains the elbows and
knees; and the fourth layer contains the wrists and ankles.
Each layer is a branch of the network, and the joint char-
acteristics of each layer are predicted separately. The joint
features of the next layer are predicted by combining the fea-
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Fig. 1 a The overall structure of initial TSNet has 16 branches, each of
which contains a feature module, that is, there are 16 feature modules
in total. b The structure of the feature module contains three outputs,
namely joint heatmap, offset heatmap and joint feature map. c The pro-

cess of joint information transmission in the network. The joint features
are successively transferred from the human chest joint to the next joint.
The red line represents the added transmission in the experiment

Table 1 Ablation study of
Initial TSNet by setting the
Gaussian variance for different
joints on MPII dataset

σ Head Sho. Elb. Wri. Hip Kne. Ank. Total

fixed value 91.4 87.6 75.4 64.2 65.9 58.2 50.1 70.4

gradually dec. 90.4 86.6 74.6 62.2 66.6 59.1 47.6 69.6

gradually inc. 91.2 86.7 75.5 63.9 68.5 62.3 52.2 71.5

tures of the previous layer and the background features. The
offset heatmaps are obtained in the same way.

The network framework is shown in Fig.2a. The design
of the network imitates [31] in the way of network stacking.
First, the image is scaled to a basic scale according to what
size of a person is given in the dataset. The image size is
(W,H,C), where W is width, H is height, and C is the number
of channels. A basic feature graph F (has 256 channels) is
obtained by a basic convolution block and a residual block.
Firstly, the feature graph F is input into an hourglass module
to obtain the background feature F*. The output results of
each branch in each TSNet are polymerized with the back-
ground feature F*. Then, the polymerized results are put into

the nextTSNet to predict again. In the experiment,we stacked
eight.

3.3 Loss function

Through the modeling method of the above task, the out-
put results of each layer branch in each TSN are integrated
to obtain two parts of output: joint heatmap and migration
heatmap. There are N numbers of outputs in the network.
The total loss includes the loss of each TSNet output. Dur-
ing training, The respective loss of joint heatmap and offset
heatmap of each TSNet can be expressed by Equations (4)
and (5). Here T is the number of layers that we divide the
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Fig. 2 a The overall structure of the network that composed of multiple TSNets cascaded. b The tree structure network adopts the method of
multilayer prediction step by step

human joints. In the t layer, St (P) and S∗
t (P) denote the value

of the position P in the joint heatmap and the ground truth.
Lt (P) and L∗

t (P) are the values of the position P in the offset
heatmap and the ground truth. The total loss can be calcu-
lated by formula (6), where λ1 and λ2 represent the weight of
each part of the loss function, respectively. (λ1=0.5,λ2=0.5)

LossS =
T∑

t=1

∑

P

‖St (P) − S∗
t (P)‖22 (4)

LossL =
T∑

t=1

∑

P

‖Lt (P) − L∗
t (P)‖22 (5)

Losstotal =
N∑

stage=1

(λ1LossS + λ2LossL) (6)

4 Experiments

4.1 Datasets and evaluationmetrics

MPII Dataset. The MPII Human Pose dataset [42] consists
of images taken from a wide range of real-world activities
with full-body pose annotations. The MPII dataset is still a
very challenging public dataset for the tasks of human pose

estimation. There are around 25K images with 40K subjects
with annotated body joints, which include 12K images for
the training.

Training. In order to get better robustness, we use scaling
and rotation methods are used to adapt to people of different
scales in the image. Like many of the previous methods, we
use data augmentation with random rotation ([30◦, 30◦]),
random scale ([0.8, 1.2]) and random translation ([-40, +40])
to crop an input image patch with the size of 256×256 as
well as randomly flip for comparing with other methods.

Testing. We selected 350 images from the validation set
for verification. Themodel is trained for a total of 100 epochs
in the rest of the training image samples. The initial learning
rate is set to 3e-3. The model is implemented with PyTorch
and the RMSProp is adopted for optimization. In the test, we
crop image by using the given position and average person
scale of test images, and the cropped samples are resized and
padded to 384×384 as input to TSNet. Some visualization
results of the images are shown in Fig.3.

4.2 Ablation experiments

From the results of the Initial TSNet, it was observed that
if the joint was covered, the position of the posterior joint
might not be accurately predicted. To avoid this problem, we
added a jump connection of joint features. As shown in Table
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Table 2 Comparison with or
without jump connections,
which are used by con. means

Net Hea Sho Elb Wri Hip Kne Ank Total

Init_TSNet 89.4 86.4 74.9 62.7 63.9 58.0 49.4 69.2

Init_TSNet+con. 91.4 87.6 75.4 64.2 65.9 58.2 50.1 70.4

Table 3 Comparison results on
the MPII validation set

Net Hea Sho Elb Wri Hip Kne Ank Total

Iqbal et al. 58.4 53.9 44.5 35.0 42.2 36.7 31.1 43.1

Insafutdinov et al. 78.4 72.5 60.2 51.0 57.2 52.0 45.4 59.5

Levinkov et al. 89.8 85.2 71.8 59.6 71.1 63.0 53.5 70.6

Xiao Chen et al. 90.9 86.2 71.5 58.3 70.0 63.3 55.3 70.8

Insafutdinov et al. 88.8 87.0 75.9 64.9 74.2 68.8 60.5 74.3

Cao et al. 91.2 87.6 77.7 66.8 75.4 68.9 61.7 75.6

Ours(Initial_TSNet) 91.2 86.7 75.5 63.9 68.5 62.3 52.2 71.5

Ours(TSNet) 92.0 88.7 77.2 65.5 73.1 67.0 56.9 74.3

Fig. 3 Some visualization results of our approach on the benchmark of the MPII dataset

2, there was a significant improvement in all the accuracy
of joints. We find that different types of joints should have
different characteristics. We set different Gaussian variances
for different joints so that the edge joints with a high degree
of freedom can learn different activation values. As shown in
Table 1, there was nearly a 3% improvement in the accuracy
of the lower body joints.

Under the samealgorithm, the accuracyofTSNet increases
by 3% compared with that of Initial TSNet as shown in Table
3. Compared with other methods, our method can reach a rel-
atively close result and has better results in some joints,which
proves the effectiveness of the network model and method.

In order to further prove the effectiveness of the network
structure, eliminate the influence of the algorithm itself on
the results. We fully adopted the data enhancement, match-
ing algorithm and training parameters used by the PPN [17]
model to compare the TSNet model with the PPN model.
PPN uses a much larger scale and rotation range for data
enhancement than we do. In the joint matching algorithm,
all the joints of each person are gathered together for cluster
analysis, and in the process of prediction, multi-scalemethod
was used to verify the results. We train and test on the same
dataset. We trained with one NVIDIAGeForce GTX-2080Ti
GPU and one CPU Intel I9-9900K 3.6GHz. As shown in
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Table 4 Comparison of results of different networks under the same
algorithm

Net Hea Sho Elb Wri Hip Kne Ank Total

PPN* 92.2 89.7 82.1 74.4 78.6 76.4 69.3 80.4

Our(TSNet) 93.0 90.1 80.3 75.1 79.5 73.5 69.9 80.2

∗Data published in the original paper

Table 4, under the same dataset and algorithm, the accuracy
of the head, shoulder, and hip was improved. It is worth men-
tioning that the accuracy of human edge joints, such as wrist
and ankle, was improved by 0.7%, which fully demonstrated
the effectiveness of the method.

5 Conclusion

In this work, we focus on improving the accuracy of the
human edge joints and propose a TSNet network to simulate
the structure of human body. We observed that TSNet can
set activation values of different sizes according to different
joints, which can effectively improve the precision of edge
joints. We modified the network structure and divided the
joints into different levels, which could increase the informa-
tion flow between the layers. Experimental results show that
the method is effective. Under the same algorithm, the accu-
racy of the human edge joints can be effectively improved.
Because we focus on solving the accuracy of the human edge
joints and do not pay much attention to the running speed of
the network, it is relatively slow in terms of speed, which is
also a common problem in human pose estimation tasks. In
the future, we will do some work on network quantization
and network pruning, so as to reduce the number of model
parameters and accelerate the prediction speed while ensur-
ing the accuracy.
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