
Signal, Image and Video Processing (2022) 16:473–480
https://doi.org/10.1007/s11760-021-01981-8

ORIG INAL PAPER

License plate detection and recognition based on YOLOv3 and ILPRNET

Yongjie Zou1 · Yongjun Zhang1 · Jun Yan2 · Xiaoxu Jiang2 · Tengjie Huang2 · Haisheng Fan2 · Zhongwei Cui3

Received: 16 October 2020 / Revised: 19 May 2021 / Accepted: 29 June 2021 / Published online: 6 August 2021
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2021

Abstract
This paper is concernedwith the detection and recognition ofChinese license plates in complexbackgrounds.Most applications
are currently focused on good conditions. In complex natural scenes such as CCPD-DB, CCPD-FN, CCPD-Rotate, CCPD-
Tile, CCPD-Weather, and CCPD-Challenge from the Chinese City Parking Dataset (CCPD), inaccurate localization and
poor character recognition accuracy issues appear towards existing license plates. Therefore, this paper proposes a two-stage
license plate recognition algorithm based on YOLOv3 and Improved License Plate Recognition Net (ILPRNET). In the
first stage, YOLOv3 is adopted to detect the position of the license plate and then extract the license plate. In the second
stage, the ILPRNET license plate recognition network is used to perform localization of license plate characters and the
2D attentional-based license plate recognizer with an CNN encoder is capable of recognizing license plates accurately. The
test results indicate that our proposed algorithm performs well in a variety of complex scenarios. Especially in sub-datasets
like CCPD-Base, CCPD-DB, CCPD-FN, CCPD-Weather, and CCPD-Challenge, the recognition accuracy achieved 99.2%,
98.1%, 98.5%, 97.8%, and 86.2%, respectively.

Keywords License plate detection · Character localization · License plate recognition

1 Introduction

License plate detection and recognition play a very important
role in intelligent transportation systems. It has a very wide
range of applications in traffic control, self-driving, parking
toll stations, etc. At present, license plate recognition is still
a challenging task under unrestricted conditions. The diffi-
culty lies in accurately identifying license plate characters
under extreme conditions, such as occlusion, uneven illumi-
nation, rotation (large angle), vagueness, etc. This work is
worthy of further study, and there are some practical signifi-

B Yongjun Zhang
zyj6667@126.com

B Jun Yan
yan@myorbita.net

1 Key Laboratory of Intelligent Medical Image Analysis and
Precise Diagnosis of Guizhou Province, College of Computer
Science and Technology, Guizhou University, Guiyang
550025, China

2 Zhuhai Orbita Aerospace Science and Techology Co, Ltd,
Oribita Tech Park, 1 BaiSha Road, TangJia DongAn, ZhuHai
519000, China

3 Big Data Science and Intelligent Engineering Research
Institute, Guizhou Education University, Guiyang 550018,
China

cances. There are two methods of licence plate recognition,
segmented [5,19], and unsegmented [8,24,30,31]. The first
one is to segment each character of the licence plate and then
recognize it using the Optical Character Recognition(OCR)
[2,19] model, but there are some problems, if the segmented
characters are incomplete, it will affect the accuracy of OCR
recognition. This method may also be affected by condi-
tions such as light intensity which also lowers the accuracy.
In recent years, the second method has been favoured by
researchers, which extracts the features of the characters to
avoid the accuracy degradation caused by incomplete seg-
mented characters. The method proposed in [8] converts
character recognition into a series annotation problem and
uses a Long Short Term Memory (LSTM) Network to rec-
ognize the entire sequence of plate features which does not
require segmentation of characters and can tap into the con-
textual information of the plate with high accuracy, while
consuming much computational power. In order to recog-
nize complex scenarios, Xu et al [24] proposed a end-to-end
model. An open-source dataset containing a variety of com-
plex scenes is proposed in their work. The purposed method
achieved 98.5% accuracy on this dataset but could only
identify images containing one license plate at a time. Inac-
curate localization problems are also found by testing on
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other open-source datasets. Li et al. [9] introduced a uni-
fied network that can locate license plates while recognizing
letters simultaneously, but is less friendly to multi-oriented
license plates. [19] proposed a new convolutional neural net-
work (CNN) capable of detecting and correcting multiple
distorted license plates in a single image. [29] used a combi-
nation of an LSTMsequence decoder and aGANnetwork for
license plate recognition, which is currently the state-of-the-
artmethod onCCPDdataset, with the drawback that it cannot
be trained in parallel over time steps. In [31], we use the
LSTM method to have a good performance in license plate
recognition. Unlike the abovemethods, this paper proposed a
method that combines YOLOv3with ILPRNET, which takes
advantageofYOLOv3 todetect license plates very accurately
with decent generalization ability and ILPRNET to recognize
license plates, which not need an extra module to handle the
irregularity of license plates or segment each character for
recognition and can accurately extract local feature informa-
tion of each character and avoid character recognition errors
caused by inaccurate character feature segmentation.

Our contributions are as follows:
1. It puts forward a new type of license plate recognition

network (ILPRNET).
2. A spatial domain mechanism is designed, which com-

presses channel information and makes the network pay
attention to the spatial information of license plate characters.

3. An encoding–decoding algorithm is developed to locate
license plate characters, extract the feature vector for each
character by multiplying the 2D attentional weights of the
different channels with the license plate feature matrix, and
classify them by a character classifier.

Throughevaluating ILPRNETalgorithmonpublic datasets
CCPD [24], CLPD [29] and ALOP [6], compared with other
methods, our proposed model gives a better result.

2 Related work

2.1 Licence plate detection

Licence plate(LP) detection algorithms mainly consist of
traditional and deep learning methods. Traditional methods
manually extract features such as color information, edge
contour information, etc. In order to deal with complex
background, a robust method based on wavelet transform is
presented, Yu et al. [27]. By performingwavelet transform on
images of vehicles and projecting the obtained image details,
the license plate peak is generated, with a final accuracy of
97.91%.A frameworkbasedongradient information and cas-
cade detectionwas put forward byWang [20] to detect license
plates. In [7], a LP detection algorithm based on a local struc-
ture patternwas introduced, usingpost-processingof location
and color information of license plates to reduce the false pos-

itive rate. Yao [25] exploited a license plate (LP) detection
technique based on multi-level information fusion to reduce
the high false positive rate in traditional Adaboost detectors.
In the field of object detection, region-based convolutional
neural networks [4] are frequently used. Faster-RCNN [17]
adopts theRegional ProposalNetwork (RPN) to share convo-
lutional features of the full image and generate high-quality
regional proposal candidate frames that can accurately and
quickly detect objects yet with low efficiency. SSD [11] elim-
inates the generation of regionally proposed candidate boxes
and uses multi-scale feature maps to detect targets, which is
extremely sensitive to small objects. Compared with other
state-of-the-art methods, we found that the method of RPnet
[24] does not do well in generalization and cannot accurately
predict the location of the license plate for other datasets. The
algorithm proposed by Zhang et al. [29] uses YOLOv2 to
detect licence plates with very high licence plate recognition
accuracy and consumes more computational power. How-
ever, with the upgrade of YOLO series algorithm [1,14–16],
either YOLOv3 [16] or YOLOv4 [1] reaches a higher accu-
racy than YOLOv2. YOLOv3 runs three times faster than
SSD with comparable performance, which can achieve the
purpose of real-time detection. Therefore, we use YOLOv3
and YOLOv4 as the license plate detection algorithm pre-
liminary. After experimenting as shown in Table 1, we found
that the accuracy of YOLOv4 is not as high as YOLOv3
while consumes more computational power, so we finally
use YOLOv3 as the license plate detection algorithm.

2.2 Text recognition

Text recognition and license plate recognition are very simi-
lar. For text recognition, currentmethods aremainly based on
an attentional encoder–decoder to make a mapping between
the input image and the output sequence. Thus, we can use
text recognition to recognize license plates. Shi et al. [18]
proposed a flexible thin-plate spline transformation method
capable of handling irregular text in various scenes. Cheng et
al. [3] improved the accuracy of text recognition by pulling
back the drifting attention using a focused attention mech-
anism. A multi-objective corrective attention network that
enables recognizing of regular or irregular scene textswas put
forward by Luo et al. [12] to reduce the recognition difficulty
andmake it easier to read irregular text based on the attention
sequence recognition network. Li et al. [10] used an LSTM-
based encoder–decoder framework and a two-dimensional
attention module to achieve state-of-the-art performance in
regular and irregular scene text recognition. Similar to our
approach, but we were able to accurately extract character
features and raise the accuracy of license plate recognition
using the proposed convolutional neural network and 2D
attention module.
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Fig. 1 License plate recognition modules. The orange regions are a character localization, front is a license plate character extraction, followed by
character classifier (color figure online)

Fig. 2 License plate character location module,“LP feature” represents visualized license plate feature, and “2D-Attention” indicates the feature
weights for each character visualized

3 Proposedmethod

3.1 License plate recognition

Figure 1 represents the process of license plate recognition,
which consists of extracting LP features, locating LP char-
acters, and extracting a feature vector for each character,
character classifier.

(1) Extracting LP features
We use Convolutional Neural Networks to extract license

plate features, add Batch Normalization to avoid gradient
disappearance, and adopt ReLU (Rectified Linear Unit) to
enhance the nonlinearity of the network. Finally, the use
of Dropout after the pooling layer to avoid overfitting the
network. The third- and fourth-layer features are fused to
enhance the feature information of license plate characters,
enabling the network to fully extract license plate features.

(2) Locating the license plate characters
The network structure of license plate character localiza-

tion is shown in Fig. 2. We designed a method of U-shaped
network structure incorporating spatial attentionmechanism,
using maximum pooling and average pooling to compress
the number of channels of the extracted license plate feature
information, and fuse the two features to make the network

focus on the spatial information of the license plate charac-
ters. The U-shaped network structure is then used to locate
the position of the licence plate characters by combining
the context of different layers. The low-level features con-
tain high-resolution information passed directly from the
encoder to the corresponding decoder after the concatenate
operation, which can provide finer features for locating the
characters, and the high-level features contain low-resolution
information after multiple downsampling, which can provide
finer context information for locating characters. Finally, the
decoding layer uses a sigmoid function with values ranging
from 0 to 1 aims at obtaining a 2D-Attentional weight for
each character, the higher the level of activation, the more
interested the position is. In Fig. 2, we visualize the atten-
tional weights of each character and it can be found that our
algorithm is able to locate each character accurately.

(3) Extracting the feature vector for each character
The process of extracting the feature vector of the licence

plate character is shown in Fig. 3, where the character ’5’ at
position Y4 is extracted as an example.The 2D-Attentional
weight of the character ’5’ is obtained by the localization
module and thenmultipliedwith the licence plate feature vec-
tor to obtain the feature vector of the character ’5’. The feature
information not related to the character ’5’will be suppressed
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Fig. 3 Module for extracting feature vectors for each licence plate char-
acter. The red regions represent the Y4 character feature weight (color
figure online)

while the relevant feature information is enhanced to ensure
that the feature information of the specified character will not
be interfered with and enabling the accurate extraction of the
features. The heat maps of the location of license plate char-
acter features on CCPD are shown in Fig. 4. The brighter the
color, the more attention is paid to the features of the loca-
tion. From the heat map, we can see that the model is able
to locate and extract the characteristic information of each
character on the license plate. Therefore, the network is able
to recognize characters accurately.

(4) License plate character classifier
Once the features of each character extracted, we feed

the features into the character classifier in turn to calculate
the score of each character by using the softmax activation
function.We adopt the index of the character with the highest
score and use the character decoder to obtain the correct
character.

3.2 Training parameters

The size of the input image of the detection network is 736×
736. We use the Adam optimizer to train for 128 epochs.
During pre-training, the batch size of 16 and the learning rate

of 1e-3 are used for training. During training, the batch size
of 4 and the learning rate of 1e-4 are used.When the learning
rate is not decreasing for every 3 epochs, the learning rate is
multiplied by 0.1.

The size of the input image of the recognition network is
152×56, andweuseCategoryCross-EntropyLoss andAdam
optimizer to train for 200 epochs. During training, the batch
size of 32 and the learning rate of 1e-4 are used for training.
When the learning rate is not decreasing for every 3 epochs,
the learning rate ismultiplied by0.5.CategoryCross-Entropy
Loss is shown in equation 1, where C indicates the number
of categories, y j represents the ground truth and y_predict j
represents the predicted value.

loss = −
C∑

j

y j log(y_predict j ) (1)

4 Experimental setting

4.1 Datasets

CCPD [24] provides over 290k unique LP images, each of
the images contains only one LP and each LP number is com-
posed of a Chinese character, a English character, and five
English characters or numbers. The CCPD dataset contains
nine data subsets: CCPD-Base (200k), CCPD-DB (20k),
CCPD-FN (20k), CCPD-Rotate (10k), CCPD-Tilt (10k),
CCPD-Weather (10k), CCPD-Challenge (10k), etc. The res-
olution of each image is 720 (width) ×1160 (height) ×3
(channels). For a fair comparison,we trained ourmodel using
the same dataset standard as in [24], using half of CCPD’s
subset CCPD-Base as the training set and the other half as
the validation set, while the remaining subsets CCPD-DB,
CCPD-FN, CCPD-Rotate, CCPD-Tilt, CCPD-Weather and
CCPD-Challenge and CCPD-Base (the validation set that
was not used for training)were all used for testing. Compared

Fig. 4 Heat maps of character locations in CCPD license plates. The results show that the 2D-attention model can handle challenging cases
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Table 1 mAP comparison of CCPD license plates detection, AP represents average accuracy, Base(100K) represents the validation set that CCPD
is not using for training, IoU = 0.7(%)

Subset methods AP Base(100k) DB(20k) FN(20k) Rotate(10k) Tilt(10k) Weather(10k) Challenge(10k)

Cascadeclassifier [21] 47.2 55.4 49.2 52.7 0.4 0.6 51.5 27.5

SSD300 [11] 94.4 99.1 89.2 84.7 95.6 94.9 83.4 93.1

YOLO9000 [15] 93.1 98.8 89.6 77.3 93.3 91.8 84.2 88.6

Faster-RCNN [17] 92.9 98.1 92.1 83.7 91.8 89.4 81.8 83.9

TE2E [9] 94.2 98.5 91.7 83.8 95.1 94.5 83.6 93.1

RPnet [24] 94.5 99.3 89.5 85.3 94.7 93.2 84.1 92.8

YOLOv4 95.1 96.8 93.7 93.1 93.5 94.7 96.6 85.5

YOLOv3 96.0 97.1 97.2 93.3 91.6 94.6 97.9 90.5

Bold indicates the largest value in this column of the Table

Table 2 Accuracy comparison of CCPD license plates recognition, Base(100K) represents the validation set that CCPD is not using for training,
IoU = 0.6(%)

Subset methods AP Base(100k) DB(20k) FN(20k) Rotate(10k) Tilt(10k) Weather(10k) Challenge(10k)

Ren et al. [17] 92.8 97.2 94.4 90.9 82.9 87.3 85.5 76.3

Liu et al. [11] 95.2 98.3 96.6 95.9 88.4 91.5 87.3 83.8

Joseph et al. [15] 93.7 98.1 96.0 88.2 84.5 88.5 87.0 80.5

Li et al. [9] 94.4 97.8 94.8 94.5 87.9 92.1 86.8 81.2

Zherzdev et al. [30] 93.0 97.8 92.2 91.9 79.4 85.8 92.0 69.8

Xu et al. [24] 95.5 98.5 96.9 94.3 90.8 92.5 87.9 85.1

Zhang et al . [28,30] 93.0 99.1 96.3 97.3 95.1 96.4 97.1 83.2

Wang et al. [22] 96.6 98.9 96.1 96.4 91.9 93.7 95.4 83.1

Ours 97.5 99.2 98.1 98.5 90.3 95.2 97.8 86.2

Bold indicates the largest value in this column of the Table

with CCPD, most published datasets have limited number of
images and little variation in the shooting distance of images.

CLPD [29] collected 1200 LP images of various vehicle
types in all 31 provinces of mainland China, these images
are from various real-life scenarios, such as photos shot with
mobile phones and driving recorders, and images from the
Internet. CLPD includes various information such as camera
angle, time, resolution, and background. However, they are
only used to evaluate our proposed model of the license plate
recognition.

AOLP [6] is a license plate dataset from Taiwan. It has
three sub-datasets for different scenarios: Access Control
(AC), Traffic Law Enforcement (LE), and Road Patrol (RP).
There are a total of 2019 license plate images, which AC has
681 images, LE has 757 images, and the RP subset has 611
images.

4.2 Evaluationmetrics

We use the same IoU (Intersection over Union) metric as in
[24] to evaluate the performance of the algorithm, where IoU
represents the overlap between the detected license plate by
YOLOv3 and the ground truth, and a license plate recogni-

tion result is considered correct only if IoU is greater than
0.6 and all characters in the license plate are recognized cor-
rectly, otherwise it is consideredwrong. As shown in formula
2, pb represents the license plate box detected byYOLOalgo-
rithm and gb represents the ground truth of license plate. All
experiments were implemented on an NVIDIA TITAN Xp
12GB.

IoU = area(pb
⋂

gb)

area(pb
⋃

gb)
(2)

5 Results

5.1 Experiments on CCPD dataset

It can be seen from Table 1 that the YOLOv3 algorithm
outperforms other algorithms in terms of the seven subsets
CCPD-Base, CCPD-DB, CCPD-FN, CCPD-Rotate, CCPD-
Tilt, CCPD-Weather and CCPD-Challenge. Compared to the
state-of-the-art methods, the average accuracy of our method
improved by 1.5% percentage points on the overall dataset,
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Table 3 Accuracy comparison on CCPD license plates recognition of different bounding boxes

Bounding boxes AP Base(100k) DB(20k) FN(20k) Rotate(10k) Tilt(10k) Weather(10k) Challenge(10k)

Yolo3 detection 97.5 99.2 98.1 98.5 90.3 95.2 97.8 86.2

Ground truth 98.2 99.3 98.6 98.9 97.1 98.0 98.3 87.8

Bold indicates the largest value in this column of the Table

Fig. 5 Recognition results of some license plates image, the model can recognize license plates in various scenarios

Fig. 6 Compare samples of
licence plates recognized by
different methods. The ground
truth is shown in the parentheses

and by 5.1%, 8% and 13.7% percentage points on the DB,
FN and Weather subsets, respectively. YOLOv3 is adopted
for detection, which can locate the license plates accurately,
and it is a real-time detection framework that can meet the
requirements of road monitoring. Although RPnet [24] is
an end-to-end framework that detect and recognize simul-
taneously. The problem of inaccurate localization leads to
inaccurate recognition.

we compare our model with other state-of-the-art meth-
ods for license plate recognition. The results in Table 2 show
that our approach performs better than other methods on five
subsets. In particular, our method leads to the accuracy incre-
ments of 0.9% on all subsets, 0.1% on Base, 1.2% on DB,
1.2% on FN, 0.7% on weather and 1.1% on challenge, com-
pared to the second best results. The only exception is that
some algorithms are better than ours on the rotate and tilt sub-
sets, in the future, we could correct the rotating image and
improve the recognition accuracy.We compared the accuracy
in different license plate bounding boxes. As shown in Tables
3 and 6, the bounding boxes detected byYOLOv3 have a very

close to the ground truth in recognition accuracy. Therefore,
we can see that YOLOv3 is reliable as a license plate detec-
tor compared to a real license plate bounding boxes. Partial
test results are shown in Fig. 5. Comparisons with the cur-
rent the state-of-the-art methods [29] are shown in Fig. 6,
where red indicates that the character was incorrectly rec-
ognized and black indicates that the character was correctly
recognized, and the performance of our algorithm performs
better on these samples. Some characters are misrecognized
by other methods while correctly recognized by our method.

5.2 Experiments on CLPD dataset

The model trained on the CCPD-Base dataset is adopted to
test the CLPD dataset. The recognition results are shown
in Table 4, indicating the advantage of our model. It leads to
the highest accuracy (ACC) nomatter region code (a Chinese
characters) is considered or not. Compared to the second best
results, without the region code, ACC is increased by 6.9%,
and including the region code ACC is improved by 1.9%
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Table 4 Accuracy comparison
of CLPD license plates
recognition

Bounding boxes Without REGION CODE ACC ACC

Masood et al. [13] 85.2 –

Xu et al. [24] 78.9 66.5

Zhang et al. (real data only) [29] 86.1 70.8

Zhang et al. (real + synthetic data) [29] 87.6 76.8

Ours (real data only) 94.5 78.7

Bold indicates the largest value in this column of the Table

Table 5 Accuracy comparison
of ALOP license plates
recognition(%)

Methods AC LE RP

Li et al. [9] 95.29 96.57 83.63

Li et al. [8] 94.85 94.19 88.38

Hsu et al. [6] 88.5 86.6 85.7

DenseNet [23] 96.61 97.8 91

M et al. [26] 97.63 97.65 94.57

Ours 96.32 97.90 94.96

Bold indicates the largest value in this column of the Table

Table 6 Accuracy comparison
on ALOP license plates
recognition of different
bounding boxes(%)

Bounding boxes AC LE RP

Yolo3 detection 96.32 97.90 94.96

Ground truth 99.27 98.71 95.08

Bold indicates the largest value in this column of the Table

with the region code. The result indicates that the general-
ization ability of our model is reliable, and the license plate
recognition model owns robustness.

5.3 Experiments on AOLP dataset

Table 5 proves that the accuracy of our proposed license plate
recognition algorithm has been improved in LE and RP sub-
sets. Compared to the second best results, the overall license
plate recognition accuracy is improved by 0.25% in LE sub-
set. For the RP subset, the recognition accuracy of the overall
license plate is enhanced by 0.39%.

6 Conclusion

In this paper, we proposed a two-stage license plate recogni-
tion algorithm based on YOLOv3 and ILPRNET.We use the
ILPRNET network to recognize license plates detected by
YOLOv3. The proposed algorithm contains feature extrac-
tion, character localization, character feature extraction, and
character classification. Comparedwith other algorithms, the
advantages of our algorithm mainly lie in the use of a U-
shaped network structure which avoids character recognition
errors caused by inaccurate character feature segmentation.
Our method incorporates a spatial attention mechanism to

accurately localize the licence plate characters, obtain the
2D-Attention weights of each character, and then multiply
them with the licence plate feature vector to calculate the
feature vector of each character, which is finally classified
by a classifier. Through extensive experiments, our results
show that the proposed model performs well in complex or
conventional scenarios. Some problems are spotted in our
method compared to the state-of-the-art methods: low recog-
nition rate for rotating number plates, fixed number of plate
characters. Therefore, in future work, we will improve the
algorithm by correcting for rotating license plates, improve
the algorithm to recognize license plate characters of differ-
ent lengths and we may even get better results by feeding
the loss of character localization back to the network. As for
dataset, we can expand the dataset with a GAN network to
make abalanceddistribution of characters in order to improve
the accuracy of license plate recognition.
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