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Abstract

Medical image segmentation as an earlier application field in image segmentation is the key technology of medical image
analysis and is also a key point and difficulty in clinical application. This paper proposes an accurate and robust active contour
model based on the four-phase level set for medical MR images. First we define a new energy functional by combining the
data term and the length term, where the data term is defined by transforming the energy functional of the multiplicative
intrinsic component optimization (MICO) model into the level set framework after adding an edge detector function. Then,
when we minimize the energy functional, we use the split Bregman method to improve the convergence speed. To test the
performance of our model, we do lots of experiments according to the different brain MR images, which show that even under
the severe influence of bias field or shadows, our model can still segment these images well, and our model is robust to the
initial contours and noise. Moreover, our model is compared with the MICO model by experimental results and the numerical
values, concluding that our model is better than the MICO model no matter in segmentation accuracy or in correction effect.

Keywords Image segmentation - Bias correction - Split Bregman method - MR images
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1 Introduction [1,2,9,12,16,20,24] to deal with magnetic resonance (MR)
images, where the first five articles mainly talk about the
image segmentation while others are mainly for the bias field

correction.

Magnetic resonance imaging (MRI) is based on the principle
that atomic nuclei with magnetic field spacing can produce

transitions between energy levels under the action of mag-
netic field. MRI is helpful to examine the brain energy state
and cerebral blood flow of epilepsy patients and has great
diagnostic value for degenerative diseases. Compared with
other imaging methods, the anatomical structure revealed
by MRI is very realistic, and the lesion image is shown
on the basis of a good and clear anatomical background,
which makes the relationship between the lesion and the
anatomical structure more clear. There are many articles
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With the development of computer technology, a large
number of traditional image processing methods and mod-
els have been widely used in medical image automatic
segmentation, such as threshold methods, region growing
methods, statistical models, the active contour models, clus-
tering methods, and so on. [13,26]

Chan and Vese [3] proposed the classical active contour
model based on region information in 2001, which is named
the Chan—Vese (CV) model. The principle of the CV model
depends on global energy minimization. When the intensity
level of the target is different from the background, the CV
model has a significant effect. But when the target intensity is
similar to or overlapped with the background, the CV model
often loses its effect and gets wrong segmentation results. In
order to improve the effect of CV model to divide the different
regions with similar gray values, a large number of scholars
have transformed the CV model in the literature [7,15,17,27].
However, in real life, the image usually has uneven inten-
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sity, especially for medical images which have more complex
backgrounds and the effects of the image acquisition device.
Li et al. used the Gaussian function as the kernel function to
propose a local energy functional model named the region-
scalable fitting energy (RSF) model [5,11], thus effectively
solving the intensity inhomogeneity problem. However, the
downside of the RSF model is that it requires precise param-
eter setting, which is a complex process that wastes time.

To deal with the problem caused by the bias field and
intensity inhomogeneity, Li et al. proposed the multiplica-
tive intrinsic component optimization (MICO) model [10]
by defining the bias field in the form of a vector product.

However, the MICO model uses the differentiation min-
imization method to obtain the optimal solutions, which
makes the model unsmooth and cannot handle the situation
of pseudo-boundary such as noise in the real life.

In order to improve the convergence rate, Goldstein and
Osher [6] proposed the split Bregman algorithm which
avoided the weakness that the calculation of iterative amount
of the above gradient descent method is too large. The split
Bregman method is a special method to rapidly solve the
L1-regularization optimization problems, and now it is used
in many articles [4,6,21-23,25]. The basic idea of the split
Bregman method is to transform the constrained optimiza-
tion problem with regular terms of L norm into an equivalent
unconstrained optimization problem with auxiliary variables
and quadratic penalty functionals according to the method
of variable separation, and then decompose it into several
sub-optimization problems by using Bregman iteration [14].

This paper presents a multi-phase level set method for
precise segmentation and correction. The proposed model is
based on the MICO model but improves it a lot. We first
change the energy functional of the MICO model into a
level set formulation, then a weighted length term is added
into the energy. Then the split Bregman method is used to
achieve faster minimization rather than the gradient descent
method. The proposed model is tested with many brain MR
images with promising segmentation and correction results,
which demonstrates the usability of our model. Qualitative
and quantitative comparisons with the MICO model also
show the superior of our model in aspects of accuracy and
robustness to initials and noises.

In this paper, we begin with a brief introduction of the
MICO model in Sect. 2. In Sect. 3, we propose our model,
respectively, in four-phase formulation, and we apply the split
Bregman method to minimize energy functionals efficiently.
In Sect. 4, our model is applied to a number of brain MR
images and experimental results demonstrate the advantages
of our model. We give a short conclusion in Sect. 5.
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2 The MICO model

Li et al. [10] proposed the energy functional of the MICO
model as:

N
E(u,c,w) =f D HE) = wh Gx)eiPui (x)dx, (1
@iz

where I (x) is the intensity of the observed image at voxel x,
wl = (wy, wa, ..., wy)isthe weight coefficient vector, the
base function vectoris G (x) = (g1(x), g2(X), . .., gu (X)),
¢; is a constant and u; (x) is the membership function.

The optimal solutions of the MICO model by energy min-

imization are as follows:

A Jo I®b®u; (x)dx -
Ci —Q]sz(xw, l—l,...,N,
N -1
W = |:fQ G(x)GT (%) (Z c?ui(x)) dxj| )
i=1
N
X [o GX)I(x) (Z ciui(x)> dx,
i=1
N _ 1, 1= imin(x),
e = {0, i # inin (%), ¥

where i, (x) = argmin;{r;(/(x))} and 7;(x) = |I(X) —
wl G(x)ci|*.

3 The proposed model

In [10], the authors use the piecewise membership function
and the derivative method directly to minimize the energy
functional, and do not make any optimization on the results,
making the model regard all areas different from the back-
ground as the target areas, so that it cannot solve the situation
of pseudo-boundary such as noise. In this paper, we first
present the four-phase level set formulations of the proposed
model. Then we use the split Bregman method to minimize
our new energy functionals more efficiently.

In order to build a four-phase model, let N be equal to
4. In other words, we divide the whole domain €2 into four
parts 2;,i = 1,2, 3, 4. We rewrite the energy functional of
the MICO model as:

4
E =/ Z,\,-u(x) —w! G(x)c;i|* M;dx, 4)
221

where we need to select two level set functions ¢ (x) and
¢2(x), and M; is the member function defined as:
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My = H(¢1(x)H (¢2(x)),
M> = H(¢1(x))(1 — H($2(x))),

5
M3 = (1 - H(¢1(x)))H($a2(x)), ®
My = (1 — H(¢1(x))(1 — H($2(x))).
where H (z) is the Heaviside function defined as:
1 7>0,
@ = {0 7 <0. ©

Taking E in (4) as a data term and combining a length term,
we get a new energy functional:

F(p1, ¢2,¢, W) = E(¢1, P2, ¢, W) + v L(¢1) + v2L(¢2),
@)

where L(¢;) = f |VH (¢i(x))|dx,i = 1,2 represents the
length of the zero level set of ¢; , and v; is a positive parameter,
which can be chosen as vi = v, = 1 for simplicity.

In practice, a smooth function H, is always used to approx-
imate the Heaviside function, which is defined as:

H.(z) = % |: + %arctan <§>i| . (8)

Then the energy functional becomes:

Fe (1, 2, ¢, W) = Ec(d1, 92, ¢, W)+ Le (1) +Le(dh2). (9)

Now we need to minimize the energy functional. Since there
are four variables ¢p, ¢2, ¢, w, we can fix the other three
variables when solving the optimal value of one variable.

Firstof all, letus fix ¢1, ¢, wto minimize F.(¢1, ¢2, ¢, W)
with respect to c. Let W = 0, we can get:

Jo Ix)W! G(x)Mdx
 JoW GxW! G(x)Mfdx

A

i

) i=172’374s (10)

where

My = H*(¢1(x)) H* (¢2(x)),

M3 = H*(1(x))(1 — H*(¢2(x))),

M3 = (1 = H*(¢1(x))) H* (¢2(x)),

My = (1 — H*(¢1(x))(1 = H*(¢2(x))).

(11)

Then, letus fix ¢1, ¢, ¢ tominimize F, (¢, ¢2, ¢, w) with
respect to w. Let w = 0, we can get:

dF;
0= = 21+ 2Aw, (12)
Iw

where 1 is an M-dimensional column vector since G(X) is a
vector defined as:

4
1= G(x)I ‘MY ] dx, 13
L(@@%Zc,)x (13)

i=1

and A is an M x M matrix defined as:

4
A =/ Gx)GT (x) (Zc%Mﬁ) dx. (14)
Q

i=1

Thus, we have w = A~!1. Hence, the optimal solution of
the bias field b is b = W’ G.

Atlast, let us fix ¢, w and use the standard gradient descent
method to minimize Fg(¢1, ¢2, ¢, w) with respect to ¢;. In
other words, we should solve the following gradient flow
equation:

a¢i _ aFe
ar A

=—MW&+&@MW«EL>,G$
v 6l

where 8, (z) = H/(z) = i=1,2and

&
m(e2422)°
Ry = M((e3 — en) H* (¢2(x))) + Aa((es — e2)(1 — H® (¢2(x)))),
Ry = A3((e2 — e1) H (¢1(x))) + Aa((eg — e3)(1 — H®(¢1(x)))),

andfori =1,2,3,4, ¢;(x) = |I[(x) — w/ G(x)c;|%.

By using the idea of the global convex segmentation
method, we learn that the gradient flow Eq. (15) has the same
stable solution with the following simplified equation:

a¢; ) ( vVoi ) )
— = —R; +div , i=1,2. (16)
at l | v ¢il

For Eq. (16), we can get the energy functional as:

2
B =Y ([ 19 i+ [ o wax).
h=1 Q Q
a7

In addition, in order to find the boundary more easily, we
add a non-negative edge detector function g(o) = W
into the energy functional (17), where § is a non-negative
parameter. Thus, the final energy functional is:

F@hmw=Lg0vummV@umm
+L@®&®w
+meﬂmemumX

+Lm®&®m. (18)
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When we minimize F (¢, ¢») with respect to ¢; and ¢o,
limiting ¢; € [q, q], g = 1 or 2, we can simply rewrite it as:

2
min  F($1,¢2) = min Z(|V¢i|g+(¢is R;)), (19)
q —q4=<¢i<q P

—q=<¢i<

where | - |g and (-, -) are the weight L1 norm and the inner
product, respectively, defined as:

|V ¢ilg = e VI®DI v ¢i(x)dx, i=1,2
(@i, Ri) = [qdi(OR (0)dx, i =1,2.

(20)

When solving the four-phase formulation by using the
split Bregman method, two auxiliary variables d; and d;
are needed because there are two level set functions at this
moment, where d; = v¢1(x) and dy = ¢ (x). Adding
two auxiliary variables m; and my, we have:

k+1 k+1 qk+1 gk+1
(¢1 ) ¢2 ) dl ’ d2 )

2
=arg min |:Z |dnlg + (dn, Rn)

—q=¢=qdi.dy | ;7
h
+ s — v —m ] @

where the iteration formula of my, is:

mi = m 4 (o0 — a1, @
Keeping dj, (h = 1, 2) fixed, we can get the following Eula-
Lagrange equation with respect to ¢p,:

Rk
Agit! = M—Z +v - (d —mb). (23)

Using the central difference and backward difference, respec-
tively, to make A¢y, and v - (d;, — my,) discretized, we can
get the following iterative system:

k _ gk
@i =d

k k k
it~ G Ty i1~y ni

x,h,i,j y
k 3 k k
=My ity = Mg T My o T My )
ko 1k k k I3
Brij = Z(‘lzh,i—l,j T bpivr T Phijo1 t Phij

R} . .
_ hilj +a§ij)v

Mh
k+1 .
Gy =max{min{gy, ;. q}, —q}.

Keeping ¢ and ¢, fixed, we can obtain the iteration formula
for updating d; (i = 1, 2) with the shrinkage operator:

1
df.‘H = shrink, (mf + vqb{‘“, —)
Wi

= shrink <m{f +voitt, i) .
i
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4 Numerical results and analysis

In this section, we first apply our model to brain MRI to
demonstrate its performance, then we compare the experi-
mental results between our model and the MICO model to
show its superiority.

In all figures, the blue line and the red line are the active
contours which are the zero level sets of the two level set
functions. The blue line separates the cerebrospinal fluid
and background from the gray matter and the white matter,
while the red line separates the white matter and background
from the gray matter and the cerebrospinal fluid, where
we are interested in the white matter and the gray matter.
All the experiment images can be downloaded from https://
mrbrains18.isi.uu.nl/data/download/ and the data in [10]. In
this paper, we use the competition data only to compare the
results of our model and the MICO model numerically. We
run the codes for all experiments with MATLAB 2010b on
Windows 7 operating system on a Dell desktop with Intel(R)
Core(TM) i5-7500 CPU, 3.40GHz 8GB RAM, and it requires
33s for our model to segment a 512 x 512 MR image.

In order to enable readers to see the advantages and dis-
advantages of our model and the MICO model more clearly,
we compare the image results and numerical results between
the two models.

Why we only compare our model with the MICO model
is because that our model is an improved model of the MICO
model, where we enhance the ability of the MICO model
for dealing with the images effected by noises. Meanwhile,
the MICO model has already been compared with results
from other software, such as SPM, FSL and FANTASM by
Lietal. in [10]. Hence, we only compare our model with the
MICO model. The main function of our model is to improve
the noise sensitivity of the MICO model. Therefore, in this
paper, we compared our model with the MICO model and
obtained that the noise robustness was superior to the MICO
model, rather than to compare the results with other methods
in the challenge.

In the following experiments, we can divide 8 parame-
ters including B, €, i1, U2, A1, A2, A3, A4 into four groups
according to their effects. The parameter 8 in the edge detec-
tion function determines the detail level of the segmentation.
When g takes a large value, our model can get more con-
tours to give more detailed segmentation results. So, if we
only want to get a rough contour, we can choose a relatively
small B. The parameter ¢ is used in the smooth approxima-
tion function H; of the Heaviside function H. The parameters
Ai,i = 1,2,3,4 are used to balance the energy inside and
outside the contour, where the parameters A1, A, are for the
first level set function and the parameters A3, A4 are for
the second level set function, respectively. The parameters
Wi, i = 1,2 are the coefficients of the quadratic penalty
functions in the minimization process of applying the split
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Fig.1 Results of our model for five brain MR images. Row 1: Original
images with initial contours. Row 2: Bias fields. Row 3: Bias corrected
images. Row 4: Segmentation results. The blue line and the red line
are the active contours which are the zero level sets of the two level set
functions

Bregman method, and its main effect is to strictly constrain
the equations d; = V¢;,i = 1, 2. In our experiment, we set
B =15, =0.0001, x; = X, = 0.0025, A3 = A4 = 0.0023,
1 = pp = 1 for all clinical images.

4.1 Performance of our model

First, we apply our model to five brain MR images with dif-
ferent initial contours in Fig. 1. Original images with initial
contours, bias fields, bias corrected images and segmentation
results are shown from top to bottom. From these five groups
of results, especially the segmentation results in the last row,
the final brain image can be segmented into four regions by
the active contours. Therefore, the proposed model is able to
successfully deal with images affected by bias fields.

In order to test our model’s ability to handle images with
different inhomogeneity, we add different shadows to the
same images and add different shadows to different images,
respectively, in Fig. 2. Column 1 shows original images,
Column 2 shows images after adding shadows with initial
contours, Column 3 shows bias fields, Column 4 shows cor-
rected results, and Column 5 shows segmentation results. In
the first two rows, we add different shadows to the same
image, where a serious over dark shadow is added to the top
in Row 1, while a dark shadow of “snake” shape is added
in Row 2. In the last two rows, we add different shadows
to two different images, where the darkness is more serious
in Row 3. We can see that all added shadows are with seri-
ous inhomogeneity, especially in the top part for all images
and the left part in the second image in Row 3. It is really a
big challenge to detect the boundaries from the background,;
however, our model can segment them very well, which can

Fig. 2 Results of our model for four brain MR images with different
intensity inhomogeneity and initials. Column 1: Original images. Col-
umn 2: Images with shadows and initial contours. Column 3: Bias fields.
Column 4: Bias corrected images. Column 5: Segmentation results

be observed from the last column. Besides, the added bias
can be removed and we can obtain much more homogeneous
corrected images shown in Column 4, which are very close to
original images. In a word, our model has strong robustness
to intensity inhomogeneity.

In order to explain more specifically that our model can
deal with inhomogeneity, we, respectively, listed the his-
tograms of the shadow images in Fig. 2 and the corrected
result images, as shown in Fig. 3. The shadow images and
their histograms are, respectively, shown in Column 1 and
Column 2, while the bias field corrected results and their cor-
responding histograms are shown in Column 3 and Column
4. By comparing Column 2 and Column 4, we can clearly
see that in Column 2 the histogram peaks are concentrated
or multiple peaks occur, while in Column 4 there are only
four histogram peaks which represent the background, the
cerebrospinal fluid, the gray matter (GM) and the white mat-
ter (WM), respectively, from left to right. This suggests that
our model can effectively reduce the influence of the inho-
mogeneity and give more homogeneous correction images.

Although the initial contours we use in the above experi-
ment are rectangular, our model is also applicable with other
shapes of initial contours. In Fig. 4, we show that our model
is insensitive to initial contours by using different initial con-
tours for the same experimental MR image. Different shapes
of initial contours are used in this experiment, including the
square initials in (a), the triangle initials in (e), the circular
initials in (i) and the random initials in (m). Through the con-
sistency of segmentation results in the last column, we can
see that our model is insensitive to initial contours.
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Fig.3 Histogram comparison of the shadow images and bias corrected
images with our model. Column 1: Shadow images. Column 2: His-
tograms of shadow images. Column 3: Bias corrected images. Column
4: Histograms of bias corrected images

4.2 Comparison with the MICO model

In Fig. 5, we compare our model with the MICO model. In
Row 1, we present original images, while Row 2 and Row
3 show segmentation results of our model and the MICO
model, respectively. For the segmentation results of these
test images, our model and the MICO model are very similar.
But careful observation in the green contour shows that our
model can reduce the impact of background compared to the
MICO model.

Therefore, in order to see the advantages of our model
more clearly, we compared our model with the MICO model
by adding different noises to the same images, as shown in
Fig. 6. Column 1 shows original images, where the first two
rows are different levels of Gaussian noise with mean 0, and
variance 20 or 30, and the last two rows are different levels
of Rician noise[8] with SNR (signal-to-noise ratio) 10 or 15.
Column 3 and Column 4, respectively, show the segmenta-
tion results of our model and the MICO model. From the
comparison of segmentation results in Fig. 6, we can distinct
that compared with the MICO model, our model can segment
noisy images more accurately, so our model can be used for
false boundary images.

InFig. 7, we show the comparison of bias corrected images
among our model, the MICO model and the N4ITK algo-
rithm. The first column shows the original images, and the
other three columns show the different bias corrected images
with our model, the MICO model and the N4ITK algorithm.

@ Springer
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Fig.4 Results of our model for a brain MR image with different initial
contours. Column 1: Different initials. Column 2: Bias fields. Column
3: Bias corrected images. Column 4: Segmentation results

Fig.5 Comparison of segmentation results between our model and the
MICO model. Row 1: Original images. Row 2: Our model. Row 3: The
MICO model. The green line contours the difference.
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Fig. 6 Segmentation results of our model and the MICO model for
four brain MR images with Gaussian noise. Column 1: Original images.
Column 2: Images with different levels of Gaussian noise. Column 3:
Segmentation results of our model. Column 4: Segmentation results of
the MICO model. Row 1 to Row 2: Gaussian noise with mean 0, and
variance 20 or 30. Row 3 to Row 4: Rician noise with SNR 10 or 15

Fig. 7 Comparison of bias corrected images among our model, the
MICO model and the N4ITK algorithm. Column 1: Original images.
Column 2: Our model. Column 3: The MICO model. Column 4: The
N4ITK algorithm

The corrected images from the N4ITK algorithm [18] in Col-
umn 4 can be downloaded directly from https://mrbrains18.
isi.uu.nl/data/download/. This figure shows that our model
can avoid the influence of bias field and get better correction
results.

4.3 Numerical analysis

In this section, we do some numerical analysis to show
the superiority of segmenting and correcting MRI with our
model. To evaluate our model from two aspects of the correc-
tion effect and segmentation effect, respectively, four indexes

are used in this paper, including the coefficient of joint varia-
tion (CJV) value, the coefficient of variations (CV) value, the
Jaccard similarity (JS) index and the DICE similarity (DICE)
value. The CV and CJV values are mostly used to evaluate
the correction effect of the model. A good bias correction
algorithm will make the CV and CJV values get small in
each different region of the corrected image. In general, the
smaller the CV and CJV values, the better bias field correc-
tion results.

For any target region C, the CV value and the CJV value
are defined as:

(o) (24)

CJIV(Cy, Cy) = o (C+0(Cr)

!CV(C) = 2O
= T(C=p(C)]”

where 1 and o are the mean and variance of intensity values
in the region, respectively, and C; and C are two regions in
the same image. According to the definition in (24), the CV
value is defined by the ratio of the mean to the variance for
one region. The smaller the value is, the smaller the difference
of image intensity in a region is, namely the more uniform
it is. The disadvantage of CV is that it does not provide any
information about the overlap of the intensity distributions of
different tissue categories. Therefore, we introduce the CJV
value to estimate the overlap between the two organization
categories. The CJV value is calculated from two regions
which illustrates that the means of image intensity in the
two regions are significantly different, if the CJV value is
small, hence we can separate the different regions clearly.
Hence the CV and the CJV values can be used to compare
the correction results of different models even if there is no
standard segmentations as ground truth [19].

The DICE value and the JS index are two indicators to
measure the similarity of two regions A and B given by the
algorithm and the ground truth, respectively, and they are
often used to evaluate the quality of segmentation. They are
defined as:

_ 2x[AN B|
{D’CE(A’ Y 25
JS(A, B) = 1575
where | - | is the number of pixels in regions. The DICE

value is satisfied 0 < DICE(A, B) < 1, and the higher the
similarity of A and B is, the closer the DICE value is to 1,
which means the better the segmentation result is. The JS
value has the same properties.

We compare the CV value and the CJV value of correction
images with our model and the MICO model for almost 50
images, as shown in Fig. 8. From the box plots, we can see
that our model is better than MICO model in terms of bias
field correction, since the CV value and the CJV value for
WM and GM with our model are smaller than those with the
MICO model.
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Fig. 9 Numerical comparison of DICE and JS values for 50 images
with our model and the MICO model

‘We compare the DICE values and the JS index for WM and
GM with our model and the MICO model for almost 50 MR
images, and we show the box plots of DICE values in Fig. 9,
where we can see that the DICE values and the JS index for
both WM and GM are significantly higher than those of the
MICO model. In the part of the statistical test, the null hypoth-
esis is that there is no significant difference in DICE values
between our model and the MICO model. And the alterna-
tive hypotheses is that the DICE values between our model
and the MICO model have significant difference. Besides,
we set the significance level equal to 5% here. According to
the above definitions, we use the one-way ANOVA to obtain
the P value by using the SPSS software. Due to the P val-
ues of white matter 0.038 and gray matter 0.032 are both
less than 0.05, we can conclude that the null hypothesis is
rejected, and the alternative hypothesis is established, that is,
the DICE values of these two models are significantly differ-
ent. Figure 9 demonstrates that our model can obtain more
accurate segmentation results than the MICO model.
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5 Conclusion

This paper presents a multi-phase level set method for pre-
cise segmentation and correction of brain MRI. The energy
functional is given especially in the four-phase formulation
and then minimized by the split Bregman method. In order to
show the segmentation and correction ability of our model,
lots of experimental results are presented. During the exper-
iment, we firstly demonstrate the feasibility of our model
based on the segmentation results of a large number of
images. Different kinds of shadows are added to the brain
images to verify our model’s ability to deal with different
inhomogeneity. Furthermore, we also verify that our model
is robust to initial contours. Compared with the MICO model,
another advantage of our model is its insensitivity to noises.
Meanwhile, we compare the bias-corrected results among
our model, the MICO model and the N4ITK algorithm. Fur-
thermore, we also verify that our model is robust to initial
contours. Besides, we also calculate some numerical values,
such as the CV, CJV and DICE, JS values, to demonstrate the
superiority of our model. The segmentation results and the
corrected results all declare that our model is an accurate and
robust active contour model for brain MR image segmenta-
tion and correction. In conclusion, our model has superiority
in segmentation and correction of inhomogeneous and noisy
brain MRI in practical application.

Acknowledgements This work is supported by Shenzhen Fundamental
Research Plan (No.JCYJ20160505175141489).

References

1. Akram, F., Angel Garcia, M., Puig, D.: Active contours driven by
local and global fitted image models for image segmentation robust
to intensity inhomogeneity. PLoS One 12(4), Article ID: e0174813
(2017)

2. Akram, F., Kim, J.H., Ul Lim, H., Choi, K.N.: Segmentation of
intensity inhomogeneous brain MR images using active contours.
Comput. Math. Method Med. Article ID: 194614 (2014)

3. Chan, T.F, Vese, L.A.: Active contours without edges. IEEE Trans.
Image Process. 10(2), 266-277 (2001)

4. Chu, Y.J., Mak, C.M.: A new QR decomposition-based RLS algo-
rithm using the split Bregman method for L1-regularized problems.
Signal Process. 128, 303-308 (2016)

5. Ding, K., Xiao, L., Weng, G.: Active contours driven by region-
scalable fitting and optimized Laplacian of Gaussian energy for
image segmentation. Signal Process. 134, 224-233 (2017)

6. Goldstein, T., Osher, S.: The split Bregman method for L1-
regularized problems. SIAM J. Imaging Sci. 2(2), 323-343 (2009)

7. Hasan, A.M., Meziane, F., Aspin, R., Jalab, H.A.: Segmentation of
brain tumors in MRI images using three-dimensional active contour
without edge. Symmetry-Basel 8(11), 132 (2016)

8. Heydari, M., Karami, M.R., Babahani, A.: A new adaptive coupled
diffusion PDE for MRI Rician noise. Signal Image Video Process.
10(7), 1211-1218 (2016)

9. Juntul., Sijbers J., Van Dyck D., Gielen J.: Bias field correction for
MRI images. In: Kurzynski M., Puchata E., Wozniak M., zotnierek



Signal, Image and Video Processing (2021) 15:53-61

61

10.

12.

14.

15.

16.

17.

18.

19.

A. (eds.) Computer Recognition Systems. Advances in Soft Com-
puting, vol 30. Springer, Berlin, Heidelberg (2005). https://link.
springer.com/chapter/10.1007/3-540-32390-2_64#citeas

Li, C., Gore, J.C., Davatzikos, C.: Multiplicative intrinsic compo-
nent optimization (MICO) for MRI bias field estimation and tissue
segmentation. Magn. Reson. Imaging 32(7), 913-923 (2014)

. Li, C,, Kao, C.Y., Gore Gore, J.C., Ding, Z.: Minimization of

region-scalable fitting energy for image segmentation. IEEE Trans.
Image Process. 17(10), 1940-1949 (2008)

Likar, B., Viergever, M., Pernus, F.: Retrospective correction of
MR intensity inhomogeneity by information minimization. IEEE
Trans. Med. Imaging 20(12), 1398-1410 (2001)

. Norouzi, A., Rahim, M.S.M., Altameem, A., Saba, T., Rad, A.E.,

Rehman, A., Uddin, M.: Medical image segmentation methods,
algorithms, and applications. IETE Tech. Rev. 31(3), 199-213
(2014). https://doi.org/10.1080/02564602.2014.906861

Osher, S., Burger, M., Goldfarb, D., Xu, J., Yin, W.: An iterative
regularization method for total variation-based image restoration.
Multiscale Model. Simul. 4(2), 460—489 (2005)

Qiao, N., Zou, B.: A segmentation method for noisy photoelectric
image. Optik 124(20), 4092-4094 (2013)

Shi, Y., Zhang, X., Liu, Z.: Automatic segmentation of hippocam-
pal subfields based on multi-atlas image segmentation techniques.
Signal Image Video Process. 31(2), 121-128 (2014)

Tian, Y., Duan, F., Zhou, M., Wu, Z.: Active contour model com-
bining region and edge information. Mach. Vis. Appl. 24(1), 47-61
(2013)

Tustison, N., Avants, B., Cook, P., Zheng, Y.: N4itk: improved
n3 bias correction. IEEE Trans. Med. Imaging 29(6), 1310-1320
(2010)

Uros, V., Franjo, P., Bostjan, L.: A review of methods for correc-
tion of intensity inhomogeneity in mri. IEEE Trans. Med. Imaging
26(3), 405421 (2007)

20.

21.

22.

23.

24.

25.

26.

217.

Vovk, U., Pernus, F., Likar, B.: A review of methods for correction
of intensity inhomogeneity in MRI. IEEE Trans. Med. Imaging
26(3), 405421 (2007)

Xu, J., Zhu, S., Soh, Y.C., Xie, L.: A bregman splitting scheme
for distributed optimization over networks. IEEE Trans. Autom.
Control 63(11), 3809-3824 (2018)

Yang, Y., Li, C., Kao, C.Y., Osher, S.: Split Bregman method for
minimization of region-scalable fitting energy for image segmen-
tation. In: International Symposium on Visual Computing (ISVC),
Lecture Notes in Computer Science, vol. 6454, pp. 117-128.
Springer, Berlin, Heidelberg (2010)

Yang, Y., Tian, D., Wu, B.: A fast and reliable noise-resistant med-
ical image segmentation and bias field correction model. Magn.
Reson. Imaging 54, 15-31 (2018)

Yang, Y., Wenjing, J.: Improved level set model based on bias
information with application to color image segmentation and cor-
rection. Signal Image Video Process. (2019). https://doi.org/10.
1007/s11760-019-01472-x

Yang, Y., Zhao, Y., Wu, B.: Split Bregman method for minimization
of fast multiphase image segmentation model for inhomogeneous
images. J. Optim. Theory Appl. 166(1), 285-305 (2015)

Yazdani, S., Yusof, R., Karimian, A., Pashna, M., Hematian, A.:
Image segmentation methods and applications in mri brain images.
IETE Tech. Rev. 32(6), 413-427 (2015)

Zhang, K., Zhang, L., Lam, K.M., Zhang, D.: A level set approach
to image segmentation with intensity inhomogeneity. IEEE T.
Cybern. 46(2), 546-557 (2016)

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

@ Springer


https://springerlink.bibliotecabuap.elogim.com/chapter/10.1007/3-540-32390-2_64#citeas
https://springerlink.bibliotecabuap.elogim.com/chapter/10.1007/3-540-32390-2_64#citeas
https://doi.org/10.1080/02564602.2014.906861
https://doi.org/10.1007/s11760-019-01472-x
https://doi.org/10.1007/s11760-019-01472-x

	Multi-phase level set method for precise segmentation and correction of brain MRI
	Abstract
	1 Introduction
	2 The MICO model
	3 The proposed model
	4 Numerical results and analysis
	4.1 Performance of our model
	4.2 Comparison with the MICO model
	4.3 Numerical analysis

	5 Conclusion
	Acknowledgements
	References




