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Abstract

Lipreading is to recognize what the speakers say by the movement of lip only. Most of the previous works are to solve the
problem of lipreading in English. For Mandarin lipreading, there are a few researches due to the lack of datasets. For that
reason, we introduce a simple method here to build a dataset for sentence-level Mandarin lipreading from programs like news,
speech and talk show. We use Hanyu Pinyin (a phonemic transcription of Chinese) as label and totally have 349 classes, while
the number of Chinese characters is 1705 in our dataset. Therefore, for lipreading, there are two steps. The first step is to
obtain the Hanyu Pinyin sequence. We propose a model that is composed of a 3D convolutional layer with DenseNet and
residual bidirectional long short-term memory. After this, in order to get the final Chinese characters results, a model with a

stack of multi-head attention is applied to convert Hanyu Pinyin into Chinese characters.

Keywords Lipreading - Sentence-level Mandarin lipreading - Visual speech recognition - Deep learning

1 Introduction

Lipreading (also called visual speech recognition) is the abil-
ity to recognize what the speakers say only relying on the
visual information. It is a very challenging task for a novice
because of the large number of homophones, which means
that different characters are produced exactly by the same lip
sequence. This phenomenon exists in many languages, such
as Chinese and English. However, lipreading has a wide range
of applications. Lipreading can improve anti-interference
ability of audio-based speech recognition system, especially
in a noisy environment [1]. It is also useful in a lot of other
applications, such as helping hearing impaired person and
assisting the public security alert.
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Though much applications show the importance of research
on lipreading, it still is a tough problem. Previous work tells
that human does not perform very well in lipreading. For a
limited subset of 30 monosyllabic words, people achieve an
accuracy of 17 £ 12%, while 21 £ 11% for 30 compound
words [2]. In another study, the lip readers who have pro-
fessional experience achieve the accuracy of 26.2% on LRS
dataset from BBC news, while they are allowed to watch
the video as many times as they wished [3]. Since methods
based on deep learning have better performance than human
in many challenging works, we also try to use deep learning
approaches to acquire a good performance in lipreading in
this work.

Lipreading is a field that combines natural language pro-
cessing with computer vision. With the development of
deep learning across these two fields, lipreading approaches
have been transferred from handcrafted features with HMM-
based models to deep features with end-to-end architec-
tures. Recently, the encoding—decoding lipreading system
has achieved an accuracy of 50% at LRS2-BBC dataset
via transformer-seq2seq architectures with external language
model, only using visual information [1]. It shows that deep
learning will play a greater role in the field of lipreading in
further research.

There is one way to divide lipreading approaches into (i)
word-level model (e.g., [4-6]) and (ii) sentence-level model
(e.g., [1,3,7]). The former approach focuses on solving tasks
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about recognition, classification, and detection of isolated
word. And the latter method is to solve large vocabulary
continuous speech recognition (LVCSR) and classification.
As far as we know, there is no big public sentence-level Man-
darin lipreading datasets for research. Therefore, we build a
sentence-level dataset for Mandarin lipreading and develop
an effective lipreading method.

The proposed model in this paper belongs to the latter cat-
egory and it is a Mandarin lipreading system. The process
of this model is shown in Fig. 1. We use the pronuncia-
tion of each word (e.g., bo, cen, ze, ...) as the label, and we
call it as Hanyu Pinyin below. Thus, we propose two mod-
els separately to predict the Hanyu Pinyin probabilities and
transform Hanyu Pinyin to Chinese characters, respectively.
The former network consists of two sub-networks: (i) visual
features extraction module, which applies a spatiotemporal
convolution to the frame sequences and a densely connected
convolutional network (DenseNet) [8] to each time step and
(i) sequence processing module, which is a two-layer resid-
ual bidirectional long short-term memory (abbreviated as
resBi-LSTM) network, followed by a linear layer. And the
softmax layer is applied to all time step to get the Hanyu
Pinyin probabilities and the whole network is trained by CTC
loss function. The latter network is composed of a stack
of multi-head attention to realize the translation of Hanyu
Pinyin to Chinese characters. And this model is trained by
the cross-entropy loss function.

The contributions in this paper are as follows:

— We build a sentence-level Mandarin lipreading dataset,
which contains 1705 Chinese characters in total.

— A novel network for sentence-level Mandarin lipread-
ing is proposed, which contains two steps. The first step
is to predict the Hanyu Pinyin probability. In this step,
3D convolution and DenseNet are applied as frontend to
extracted visual features, while resBi-LSTMs are used as
backend, which make use of the shallow features. After
this, in the second step, a stack of multi-head attention is
proposed to transform Hanyu Pinyin to Chinese charac-
ters.

This paper is arranged as follows. In Sect. 2, we review
recent deep learning approaches applied on lipreading and
briefly introduce the existing lipreading datasets. In order to
do research on Mandarin lipreading, we build a sentence-
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level dataset (NSTDB) and the procedure is described in
Sect. 3. After that, in Sect. 4, we introduce some useful
detail information about the implementation of our model
and analyze the proposed model. Finally, we show our exper-
imental results, together with some comparative experiments
and public methods in Sect. 5.

2 Related work

In this section, we outline various existing methods and major
datasets on automated lipreading.

2.1 Lipreading methods

Research on automated lipreading has a long history in
the computer vision fields. In the past, a large body of
work on lipreading was based on the hand-designed features
according to geometric information, like the lip contour. The
representative methods of feature extraction were active con-
tour models, active appearance models, active shape models
and so on. At the same time, HMM was usually used back-
end to predict the words or sentences, and SVM classifier was
also proposed to recognize the isolated word. More informa-
tion about traditional lipreading methods can be thoroughly
reviewed in [9] and [10].

With the success of deep learning in many fields, more and
more researchers choose to use the methods in deep learn-
ing to tackle problems of extracting features and recognizing
words or sentences in lipreading. A classifier CNN architec-
ture is trained in [11] to distinguish visemes (mouth shapes),
and an HMM framework is used to add temporal information
after CNN output. Similarly, CNN methods combining with
GMM-HMMs have been employed by [12] to extract visual
features for visual speech recognition and predict phonemes
in spoken Japanese. For recognizing the full word, deep bot-
tleneck feature is applied in [13] to encode shallow input
features like DCT and LDA. And similarly, in [14], a long
short-term memory (LSTM) classifier has been trained with
a DCT and deep bottleneck features to recognize word on
OuluVS and AVLetters datasets. Meanwhile, in [4], an LSTM
is used with HOG input features to recognize short phrases
on GRID dataset [15].

One of deep speech recognition models is sequence-to-
sequence (seq2seq) model which first reads all of the input
sequence before predicting the output sentence. Seq2seq
models make full use of global information of longer
sequence. [3] puts forward a Watch, Listen, Attend and Spell
(WLAS) sequence-to-sequence model that using an attention
mechanism to both the mouth ROIs and MFCCs for con-
tinuous speech recognition. This method gets 97.0% word
accuracy on GRID, while 76.2% word accuracy on LRW
only using visual information. This approach is extended in
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[16] to build a Multi-view Watch, Attend and Spell (MV-
WAS) model for the wider variety of poses.

An end-to-end sentence-level model is first proposed by
[7], which combines spatiotemporal convolutions, LSTMs
and the connectionist temporal classification (CTC) loss to
compute the labeling. This approach achieves 95.2% accu-
racy on GRID dataset. A deeper learning architecture is raised
by [6], which puts forward a network including spatiotempo-
ral convolutional, residual and Bi-LSTM networks. The goal
of first two sub-networks is to extract more powerful visual
features. This network attains a word accuracy of 83% on
LRW. An extended version of this architecture is applied for
audiovisual speech recognition [17].

Encoder—decoder architecture and CTC approaches are
initially relying on recurrent networks. For example, [18]
proposes a LCANet using a stacked 3D convolutional neural
network (CNN), highway network, bidirectional GRU net-
work to encode input images and a cascaded attention-CTC
decoder to predict the character probabilities. This approach
achieves 97.1% word accuracy on GRID dataset. Recently,
some researches find that simple CNNs may perform better
for sequence modeling [19]. Fully convolutional networks
with CTC have been proposed for automatic speech recogni-
tion [20,21]. And also, for machine translation, [22] replaces
the encoder and [23] replaces the whole pipeline with a
fully convolutional network. At the same time, self-attention
mechanism [24] is also found to replace recurrent networks
for sequential tasks. In [1], two transformer architectures
are raised, which consisted of a stack of multi-head self-
attention layers with CTC and seq2seq model, respectively,
and the transformer-seq2seq model combining external lan-
guage model achieves the best accuracy of 50% on the
LRS-BBC dataset, only using visual information.

2.2 Lipreading datasets

Some lipreading datasets before 2014 (AVICar, AVLetters,
AVLetters2, OuluVS1, OuluVS2, XM2VTSDB, GRID) are
reviewed in [9]. Subsequently, the datasets from BBC TV
and TED (LRW, LRS, LRS2) are built by [3,5,25]. Except-
ing that GRID, LRS and LRS2 consist of sentences, most
of the datasets only contain isolated word, and the LRS2
is the largest, but these datasets are all English. Recently,
[26] present a large-scale Mandarin lipreading dataset, which
named LRW-1000. To the best of our knowledge, it is the only
public large-scale word-level Mandarin lipreading dataset
and it offers a baseline method which achieves 38.19% accu-
racy.

3 News, Speech, Talk show dataset (NSTDB)

In this section, we describe the process of building a dataset
for lipreading. Lipreading datasets are the most important
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| Text ‘

Fig.2 Pipeline of generating News, Speech, Talk show dataset

part in lipreading research. So, we build the News, Speech,
Talk show dataset (NSTDB) for Mandarin lipreading, and
this dataset we collect is to do sentence-level Mandarin
lipreading research. For the convenience of lipreading, we
choose the programs in which speakers face up to the video
camera, so that we use the TV programs such as News,
Speech and Talk shows from the Internet. In this paper, the
programs we choose are CCTV News and Logic Show and
both of them are edited as 3-second snippet. The process of
our dataset establishment is summarized in Fig. 2. And we
give a brief general description of the method below.

Video preparation We first determine the shot boundaries
by comparing color histograms of adjacent frames. Within
each shot, we use a face detector in SeetaFaceEnginel to do
face detection and tracking. If there is no face or the scale of
face is not lager than 64 x 64 pixels, we reject the shot as
not containing any potential speakers. We set the minimum
measurement to filter the shots for the purpose of excluding
background interference, especially many small blurred faces
in the background of CCTV news. Following that, we check
the video and crop the single person video in order to make
it easier to get the lip pictures.

AV synchronization In the videos, we find that similar to
[3,16], the video and audio streams may be out of sync for
about one second. To settle this problem, we adopt the Sync-
Net model introduced in [27]. The model uses the two-stream
CNN architecture with a contrastive loss to estimate the cor-
relation between the mouth movement of the video and the
audio track of video.

Video segmentation Some of the cropped videos are too long
to train on our devices, because of the GPU memory con-
straints. For this reason, we choose to split the videos into
3-second video clips, as well as the audio.

Text preparation The subtitles of the TV programs may not
have access to obtain. Therefore, we use the audio streams to
do speech recognition to get the text via the service of Baidu
Aip-Speech. The accuracy of Baidu Aip-Speech recognition
is relatively high. However, there are still some errors in the
alignment. Thus, we check the test sets and verification sets
to ensure the correctness.

1 SeetaFaceEngine: https:/github.com/seetaface/SeetaFaceEngine
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tframes 3D Conv & MaxPooling DenseNet

Fig. 3 The proposed model of predicting Hanyu Pinyin probabilities.
A sequence of ¢ lip frames is used as input and is proposed by a 3D con-
volution, followed by a max-pooling layer. Then, DenseNet is applied
to further extract visual features. Next, 1 x 1 Conv is used to reduce

Lip segmentation The videos in our dataset are the individual
speech and the frame rate of videos is 25fps. In this step, we
extract the mouth regions from videos. We first apply dlib
[28] to detect the facial landmarks. Then, according to the
landmarks, we use a mouth-centered Rol to extract lip area
for each frame. Since the information of lip movement is the
most important for lipreading, we only retain the lip area.
In our dataset, it contains 1705 Chinese characters in total.
Some of them only appear a few times, resulting in increased
difficulty of identifying. In Chinese characters, many of them
have same pronunciation. For example, the pronunciation of
“#%” and “U%” is ‘bo’. So, we choose Hanyu Pinyin without
tone as the label, and it only has 349 classes in our dataset.

4 The proposed methods

In this section, we describe a model architecture for lipread-
ing. This model combines a spatiotemporal convolution and
2D convolutions to extract visual features, while two-layer
resBi-LSTM is used as backend to predict the Hanyu Pinyin
sequence. After this, we use a stack of multi-head attention
layers to convert Hanyu Pinyin into Chinese characters.

4.1 Model of predicting Hanyu Pinyin sequence

This model structure is shown in Fig. 3.

4.1.1 Visual features extraction module

To extract visual features from lip movement, we apply a
visual model combining a spatiotemporal convolution and
2D convolutions. Spatiotemporal convolutional layers can
better capture time feature information in the lip sequence,
while 2D convolutional layers are used to extract spatial
features from input images. Therefore, we first apply a
convolutional layer with 64 three-dimensional (3D) kernels
of 5 x 7 x 7 size (time/height/width) on the input mouth
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picture sequences to obtain the spatial-temporal features,
followed by batch normalization (BN) and rectified linear
units (ReLU). Then, a spatiotemporal max-pooling layer is
applied to cut down the spatial size of the 3D feature maps.
For an input sequence of 7 x H x W frames, the output is
aT x % X % x 64 tensor.

After the spatiotemporal convolutional layer, a dense con-
nection network (DenseNet) is employed to extract more
spatial features at each time step and we use the 121-layer
version. DenseNet can solve the problem of overfitting well
because it establishes a connection between different layers
to utilize shallow features with low complexity, which makes
it easier to obtain a smooth decision function with better gen-
eralization performance. The DenseNet contains Denseblock
layers and Transition layers. The structure of each Dense-
block layer and Transition layer is separately shown in Fig. 4.
In Denseblock, concat operation is used to concatenate all the
outputs in previous layers as the next input. Transition layer
is used between two Denseblock layers in order to reduce
the number of channels which passed to the next Dense-
block layer. The final BatchNorm is following after the final
Denseblock layer. Finally, the outputisa 7' x % X % x 1024
tensor and an adaptive average pool is adopted on the spatial
dimensions, yielding a 1024-dimensional vector for every
input lip image.
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4.1.2 Sequence processing module

A convolutional layer with 1 x 1 kernels and two-layer resBi-
LSTM are applied following the visual model. The goal of
the convolutional layer is to reduce the dimension from 1024
to 512. Meanwhile, a shortcut is utilized in our resBi-LSTM
layer to add the original information before layer to the infor-
mation after the Bi-LSTM layer. Residual structure used here
allows the information extracted from visual module to be
perceived by all the LSTM layers. Furthermore, this struc-
ture can learn more complicated information by integrating
the viseme and semantic information, while the Bi-LSTM
layers learn the semantic information independently. resBi-
LSTM has been used in speech recognition, which achieved
a good performance [29]. A Bi-LSTM structure is able to get
the information within a sentence both forward and back-
ward, like the word in a Chinese sentence can be logically
deduced from the previous or subsequent words.

Alinear layer and softmax layer are applied after the resBi-
LSTM layers. Finally, the whole network is trained by CTC
loss function. The CTC loss L is defined as follows:

T

Pacyl) = D pacwlv)y= > T[4, O
weF~1(y) weF~1(y) =1

Lee = —In pee (%) (2)

where T is the length of the input sequence. qéwt) indicates
the softmax probability of the outputting label w;, where
wy € {a,ai,an,ao,...,zun,zuo, blank} at the frame ¢.
w = (wy, wa, ..., wr) is the CTC path of a sequence and y
is the sentence label (ground truth). F~!(y) is the set of all
possible CTC paths that can be mapped to ground truth y.

4.2 Translating Hanyu Pinyin to Chinese characters

As a Mandarin lipreading task, we are supposed to get Chi-
nese characters as the final result. Converting Hanyu Pinyin
into Chinese characters is similar to machine translation, and
particularly, Hanyu Pinyin and Chinese characters are equal
in length. Recently, multi-head attention achieves a remark-
able performance in the field of machine translation. Inspired
by that, we use a stack of multi-head attention layers with
feedforward blocks to train a language model to achieve the
goal, followed by a linear layer. Hanyu Pinyin is embedded
into a 512-dimensional vector as the input value. The infor-
mation about the word order of the input sequences is fed
to the model by fixed positional embedding in the form of
sinusoid functions. At the same time, the input value would
serve as the query, key and value. The structure of this model
is shown in Fig. 5. This model is trained by cross-entropy
loss function, which is described as follows:

Linear, Cross Entropy

A

3

Add & Norm

Feed
Forward

T

» Add & Norm

Multi-head
Attention

A+ A+ x6
- J

Position @_69
encoding t
| Input embedding |

Input

Fig.5 The structure of translating Hanyu Pinyin to Chinese characters
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where N is the number of classes. The ground truth is repre-
sented by p, using the form of one hot. And ¢ is the softmax
probability of prediction y. Because the value in p is 1 or 0,
this loss function can be simplified as follows:

L=—Ingp ®)

where ¢, is the softmax probability of real class (ground
truth).

5 Experiments

In this section, we evaluate the performance of the proposed
model and compare it with the popular lipreading methods
on our own NSTDB. Furthermore, we also give results on
the public methods for a comparison to show the benefit of
residual structure.

5.1 Implementation details and evaluation criteria
We implement and train the network using Pytorch1.0. AMS-

Grad optimizer is used with an initial learning rate of 0.001,
and the batch size is 16.
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Table1 Hanyu Pinyin word error rates (HPWER) using different visual
modules

Method HPWER (%)
ResNet+Bi-LSTM [6] 55.12
SqueezeNet+Bi-LSTM 62.57
VGG+Bi-LSTM 57.43
DenseNet+Bi-LSTM 53.11

Table 2 Hanyu Pinyin word error rates (HPWER) using different
sequence processing modules

Method HPWER (%)
DenseNet+Bi- 53.11
LSTM
DenseNet(fc512)+resBi- 52.01
LSTM
Proposed Method (DenseNet(conv)+resBi-LSTM) 50.44

Our architecture performs word-level prediction on input
frames. According to the model, we use word error rate as the
evaluation criteria. For the first period network, we predict
the Hanyu Pinyin sequences. So, we define the Hanyu Pinyin
word error rate (HPWER) as evaluation criteria,

CPS + CPD + CPI
HPWER = (6)
CPN

where CPS, CPD and CPI are the number of substituted,
deleted and inserted words, respectively, required to trans-
form the Hanyu Pinyin prediction into the Hanyu Pinyin
ground truth.

Similar to the HPWER, we define Chinese characters word
error rate (CCWER) in the second period, which transforms
Hanyu Pinyin to Chinese characters, and the formula is as
follows:

CCS + CCD + CC1
CCWER = > T CED+ )
CCN

5.2 Experimental results and discussion

We describe the effect of different parts in the first period to
verify the effectiveness of our proposed model and analyze
the reason for loss of accuracy in the process of translating
Hanyu Pinyin to Chinese characters.

5.2.1 The effect of visual module
We firstimplement the method in [6] using Pytorch1.0. It puts
forward a model combining spatiotemporal convolutional

layers with 34-layer ResNet to extract powerful features,
followed by a linear layer and two-layer Bi-LSTMs. The
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Table 3 Hanyu Pinyin word error rates (HPWER) on public methods

Method HPWER (%)
LipNet [7] 64.35
ResNet+Bi- 55.12

LSTM [6]

Proposed method (DenseNet(conv)+resBi-LSTM) 50.44

building blocks of ResNet consist of two convolutional lay-
ers with BN and ReLLU, and the skip connections of addition
operation are used to stimulate information propagation. In
ResNet networks, an adaptive average pool is adopted on the
spatial dimensions at last, yielding a 512-dimensional vec-
tor for every input lip image. The following linear layer is
to reduce dimension from 512 to 215, and in the two-layer
Bi-LSTM, the hidden size is 256. This network achieves a
55.12% HPWER on NSTDB.

Next, we analyze the impact of different visual features
on the results. For the purpose of extracting more useful and
robust features, we consider to replace the ResNet in the
public model. Except the deep neural network which has been
verified in [6], we select three classical convolutional neural
network to replace ResNet. Other parts of the network are the
same. So, the first 3D convolutional layer is before these three
convolutional networks, and a linear layer with two-layer Bi-
LSTMs of 256 hidden size is following the convolutional
networks.

The first one is SqueezeNet. SqueezeNet is a lightweight
network, and it contains eight Fire modules with one con-
volutional layer at the beginning and end. In this model, the
beginning convolution is transformed to 3D convolution and
the output is a 512-dimensional vector for every input lip
image. Fire module is mainly composed of two parts: the
squeeze layer and the expand layer. The mainly aim of the
squeeze layer is to reduce the number of input channels, while
the expand layer is used to merge the feature maps from
1 x 1 Conv and 3 x 3 Conv. It obtains a 62.57% HPWER on
NSTDB.

The second convolutional network is VGGNet, and we
use the 16-layer version. We only use the convolutional
layers without the three linear layers in VGGNet. In con-
volutional layers, it adopts 3 x 3 kernels to capture changes
in detail. An adaptive average pool is adopted to yield a 512-
dimensional vector for every input lip image. On NSTDB, it
gets a HPWER of 57.43%.

The final network is DenseNet. We choose the 121-layer
DenseNet-BC, and for this network, it yields a 1024-
dimensional vector after an adaptive average pool for every
input lip image. The detail information of DenseNet is
same as that is introduced in Sect. 4.1. And it achieves
53.11% HPWER on NSTDB, which is lower than the ResNet
approach.
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Table 4 Hanyu Pinyin word -

error rates (HPWER), Chinese Method HPWER (%) CCWER (%) Diff. (%)

characters word error rates LipNet [7] 64.35 73.19 .84

(CCWER) and the difference .

between CCWER and HPWER ResNet+Bi-LSTM [6] 55.12 62.94 7.82

(Diff. = CCWER — HPWER) SqueezeNet+Bi-LSTM 62.57 70.45 7.88

on all networks VGG+Bi-LSTM 57.43 65.45 8.02
DenseNet+Bi-LSTM 53.11 61.18 8.07
DenseNet(fc512)+resBi-LSTM 52.01 59.84 7.83
Proposed Method (DenseNet(conv)+resBi-LSTM) 50.44 58.20 7.76

Table 5 Examples of homophones which cause increased error rate. The words blue and red are the substituted, deleted and inserted words in

ground truth and prediction sequence

. - Predicted Hanyu | Hanyu Predicted Chinese | Chinese char-
Chinese charactes Hanyu Pinyin .. s
Pinyin Pinyin error | charactes actes error
CUEEB R 2 N zhi yao cong ming jiu hui zhi. xiao you ming jiu 2 TUNE SRR 3
cheng wei hui cheng wei
SFE DE=T_%FHMHJ | shoudao wei guo san shi | you dao wei guo san shi 3 FEDLHE=T= s
2 er nian yong wu yuan er nian yan yong wu FIHA
TR G ke 2 });11 duan lv qi lai mei qi Z;la(rlluan Zuo jin gai ba 5 RIS R\ S 6
I I B ARRGWHIHT | 4
£=J
TR AZERIRLAE | er yuan lai de cheng xing | yuan lai de cheng xing 4 5% i BOE R E T 6
g de shang ye ti ne de shang li li de JFijig]

The results of these four networks are shown in Table 1.
From the results, we can see that complex network can
extract more powerful visual features. SqueezeNet is the
simplest network in these four convolutional networks, so
it cannot extract deeper features and the HPWER is 62.57%.
Compared to SqueezeNet, VGGNet reduces 5.14% HPWER
because of the deeper network layer. ResNet deepens the
network and uses skip connection to solve the problem of
degradation. Its HPWER achieves further 2.31% absolute
reduction. Different from the addition in ResNet, DenseNet
uses concat to make use of shallow information from for-
mer layers, and it has better performance that further reduces
2.01% HPWER. From these four experiments, we know that
deeper network structure can extract more effective and pow-
erful visual features.

5.2.2 The effect of sequence processing module

Except the frontend extracted features will affect the accuracy
of results, the backend sequence processing methods also
have an impact on the results. From the results of Sect. 5.2.1,
the structure of DenseNet achieves the best results. There-
fore, we use 3D convolutional layer and DenseNet to extract
visual features.

Given the comparison of convolutional neural network, we
can find that the shallow feature can play an important role
in the deep layers. Thus, the information from visual module

also can be propagated to the deep LSTM layers. For this
reason, we apply resBi-LSTM to replace the Bi-LSTM. The
output dimension of Bi-LSTM is twice the hidden size. And
the residual operation acquires the dimensional consistency.
So, we first attempt to modify the output dimension of the
linear layer before Bi-LSTM layers from 256 to 512, and it
gets 52.01% HPWER.

In [30], it puts forward that linear layer can be replaced
by the convolutional layer of 1 x 1 kernels. Therefore, we
use the convolutional layer to replace the linear layer before
resBi-LSTM layers and it achieves the best accuracy in our
experiments. It reduces the HPWER to 50.44%.

The results are shown in Table 2. Compared to Bi-LSTM,
resBi-LSTM reduces 1.1% HPWER, which verifies the shal-
low features also useful in Bi-LSTM layers. A convolutional
layer with 1 x 1 kernels is used to replace linear layer before
resBi-LSTM, and it further reduces 1.57% HPWER. We
think the reason of this result is that the linear layer destroys
the spatial structure of the image to a certain extent, while
the convolutional layer preserves.

5.2.3 Compare with other methods

In addition to the approach in [6], we also use a public model
LipNet [7] which combines three layers of STCNN with a
spatial max-pooling layer and two-layer BiGRUS as a base-
line result on our dataset. We first use dropout which was
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described in [7]. However, the training loss does not decline
and remain high after several epoch. We employ BatchNorm
to replace dropout, and it can train normally. This method
gets a worst result in this paper, which only 64.35%.

The results of public method are shown in Table 3. We can
see that the method in [6] reduces 9.23% HPWER compared
with LipNet, which also proves the importance of visual fea-
tures in the model.

5.2.4 Results after transform Hanyu Pinyin to Chinese
characters

After predicting Hanyu Pinyin sequences, they should be
transformed to Chinese character sequences. In this paper, we
use a stack of multi-head attention to realize the function of
translation. The results are shown in Table 4. From the result,
we can see that in the procedure of Hanyu Pinyin to Chinese
characters will lose about 8% accuracy rate. In consideration
of the result of lipreading, as shown in Table 5, we can find
that, even Hanyu Pinyin is same, Chinese characters would
be different due to the different contexts.

6 Conclusion

In this paper, we propose a deep learning network for Man-
darin sentence-level lipreading. This network consists of
two steps. The first network is to predict the Hanyu Pinyin
sequence for input lip sequence and it is a combination of a
three-dimensional convolutional layer, a DenseNet and two-
layer resBi-LSTM. It is trained by a CTC loss function. The
second network is to transform Hanyu Pinyin to Chinese
characters. It is composed of a stack of multi-head attention
and trained by cross-entropy loss. Compared to the accuracy
of Hanyu Pinyin, the Chinese characters accuracy is reduced
by about 8% through the second step. As a result, the final
Chinese characters accuracy depends on the Hanyu Pinyin
accuracy. We compare several networks for predicting Hanyu
Pinyin sequence and verify the importance of the part of net-
work. For Hanyu Pinyin and Chinese characters accuracy,
the proposed network has a 13.91% and 14.99% absolutely
improvement by LipNet [7], while an absolute 4.68% and
4.74% improvement compared to the ResNet method [6].
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