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Abstract
Magnetic resonance (MR) image segmentation plays an essential role for brain disease diagnosis; however, suffered from
low contrast, intensity inhomogeneity, noise and asymmetry of the intensity distribution, segmentation methods are always
difficult to achieve satisfactory results. In this paper, we propose a novel level set method for brain MR image segmentation
with consideration of these problems. We firstly generate a new region descriptor based on asymmetric Gaussian distributions
in order to fit different shapes of observed nonsymmetric data. Secondly, we utilize the spatial distance and intensity similarity
information of neighborhood pixels to extract local anisotropic spatial information to balance the noise reduction and detail
preservation. After that, the extracted information and bias field information are combined to improve the asymmetric region
descriptor utilized in the level set framework. Finally, we define a maximum likelihood energy functional on the whole
image, integrating the local anisotropic spatial information, the bias field information and the asymmetric distributions. The
experimental results on synthetic and clinical images demonstrated that our method can achieve desirable performance in
spite of the severe noise and intensity inhomogeneity.

Keywords Anisotropic spatial information · Asymmetric distribution · Multi-phase level set · Intensity inhomogeneity ·
Magnetic resonance image segmentation

1 Introduction

Segmenting brain MR images into non-overlapped regions
(gray matter (GM), white matter (WM) and cerebrospinal
fluid (CSF)) is an important first step in almost every task
of brain clinical diagnosis and neuroscience research. Accu-
rate segmentation can provide more and useful information
[1]. However, suffered from low contrast, noise and inten-
sity inhomogeneity [2], automated MR image segmentation
is still a very challenging research topic.

Several classic models have been proposed for medical
image segmentation [3–17]. The active contour model [3],
also named as Snake model, is a widely applied model with
sub-pixel accuracy. However, the active contour model is
sensitive to the choice of weighted parameters and thus is
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difficult to deal with adaptability topological changes. To
solve these problems, Osher and Sethican presented a level
set model [4], which performs curves/surfaces on a fixed
Cartesian grid without any parameters so that it is easy to
capture the changes that change topology. The level set-based
approaches have been increasingly applied to image segmen-
tation in the past decade [4–17] and can be categorized into
two major classes: edge-based methods [4–6] and region-
based methods [7–15].

The edge-basedmethods use edge information to guide the
evolution of the curves/surfaces. These models are sensitive
to the initial conditions and sensitive to noise andweak object
boundaries. To tackle this problem, the region-based models
aim to divide images into different regions by using a global
or local certain region descriptor. The global region-based
approaches [8] usedglobal information to eliminate noise and
weak edges. However, most of them depend on the assump-
tion of non-intensity homogeneity. The local region-based
methods [9–13] assume that the intensity of neighborhood is
homogeneity and thus define the local descriptor of the level
set model. Typical examples are local binary fitting (LBF)
model [9, 10], local Gaussian distribution fitting (LGDF)
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model [11] and Zhang’s model [14]. The LBF only used
local mean information to extract the local region descrip-
tor, which makes it sensitive to variance changes. The LGDF
model introduced the local Gaussian distribution to gener-
ate the descriptor to achieve performances that are more
accurate; however, Brox [16] has proved that the spatially
varying variance might be unstable because of its local prop-
erty,which leads to inaccurate resultswhen segmenting small
objects. Based on this theoretical analysis, Zhang’s method
[14] define a region descriptor by using the Gaussian dis-
tributions with local means and global variances. In order
to improve the segmentation performance with severe inten-
sity inhomogeneity, the Zhang’s method transformed pixel
intensities into another domain, where the intensity distri-
bution of each object is still Gaussian but better separated.
The method can obtain the bias field and segment the images
simultaneously, even when they have severe intensity inho-
mogeneity. But the constant convolutional kernel applied in
the Zhang’s method leads the estimated bias field unsmooth-
ness. Furthermore, in clinical brainMR image evaluation, the
intensity distribution of each tissue is usually nonsymmetric.
For this reason, the regions segmented by level set mod-
els based on the symmetric distribution, such as Gaussian
distribution, cannot achieve satisfying results in a nonsym-
metric situation [17]. Recently, machine learning methods
have been successfully employed for image segmentation in
the medical domain, such as brain segmentation based on 3D
convolutional network and transfer learning [18], blood ves-
sels detection via learning approaches [19, 20] and skin lesion
segmentation using scale-oriented neural network [21].

In this paper, we present an improved level set method for
brainMR image segmentation. By exploiting the local region
statistics, we found that spatial information could improve
the accuracy of level set methods. In order to balance the
noise reduction and detail preservation, we utilize the local
spatial Euclidean distance and intensity similarity to extract
local anisotropic spatial information from the neighbor patch.
To extract the asymmetric information, we defined an asym-
metric region descriptor in each tissue region as a mixture
descriptor to model the inhomogeneous tissue region. The
bias field is then denoted as a linear combination of a set of
orthogonal basis functions and coupled into the asymmetric
region descriptor. Then, the final energy functional is pre-
sented combining local anisotropic spatial information, the
bias field information and the asymmetric region descriptor.
The proposed method can achieve satisfying results with a
smooth bias field in spite of severe intensity inhomogeneity,
low contrast and noise. We also demonstrate extensive simu-
lations to prove that the proposed model is superior to other
region-based level set methods.

2 Notations

2.1 Local binary fittingmodel (LBF)

Given an image I , the LBFmodel [9] assumed that the inten-
sity values of each object in each local region are constant
and defined the energy functional as:

ELBF(φ, f1, f2)

� μ

∫
Ω

|∇H (φ(x))|dx + v

∫
Ω

1/
2(|∇φ(x)|−1)2dx

+ λ1

∫
Ω

∫
Ω

Kσ (x − y)|I (y) − f1(x)|2H (φ(y))dydx

+ λ2

∫
Ω

∫
Ω

Kσ (x − y)|I (y) − f2(x)|2(1 − H (φ(y)))dydx

(1)

where λ1, λ2, μ and ν are fixed positive parameters. Kσ is
a Gaussian kernel function with fixed standard deviation σ .
f1 and f2 are local fitting functions to approximate the local
mean intensities inside and outside of the contour. H (φ) is the

Heaviside function, which satisfies:H (φ) �
{
0 φ < 0
1 φ ≥ 0

. In

practice, the Heaviside function is approximated by using
a smooth function Hε:Hε(x) � 1

2 [1 + 2
π
arctan( x

ε
)]. The

first term of the energy function is a regular term of the
curve length. The second term is a penalty term to preserve
|∇φ(x)|� 1.

The LBF model extracts the local region descriptor by
local mean values to alleviate the effect of intensity inhomo-
geneity; however, the descriptor only utilizes the local mean
values without any variance information, which may lead
to inaccurate results when segmenting images with variance
changes [11].

2.2 Local Gaussian distribution fittingmodel (LGDF)

In order to utilize more information into the model, Wang
et al. [11] presented the region descriptor by using aGaussian
distribution. The energy functional is denoted as:

ELGDF(φ,μ1, σ
2
1 ,μ2, σ

2
2 )

� μ

∫
Ω

|∇H (φ(x))|dx + v

∫
Ω

1/
2(|∇φ(x)|−1)2dx

+ λ1

∫
Ω

∫
Ω

−Kσ (x − y) log pi ,x (I (y))H (φ(y))dydx

+ λ2

∫
Ω

∫
Ω

−Kσ (x − y) log pi ,x (I (y))(1 − H (φ(y)))dydx

(2)

where pi , x (I (y)) is estimated by using a Gaussian distribu-
tion with mean μi and variance σ 2

i :
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pi ,x (I (y)) � 1√
2πσi

exp

(
− (I (y) − μi (x))2

2σ 2
i (x)

)
(3)

By introducing more local information, the LGDF model
improved the accuracy of segmentation performance; how-
ever, the Gaussian distribution only uses the intensity dis-
tribution information that makes the LGDF method still
sensitive to severe noise without considering any spatial
information. Furthermore, the Gaussian is symmetric and
thus causes segmentation sensitive to the outlier.

2.3 Bayesian bounded asymmetric mixture model
(BAMM)

In order to fit different data shapes, Nguyen et al. [22] pro-
posed an asymmetric Gaussian distribution to model the
component density in each class. The proposed probability
density function is written as:

p(Ii |Ω j ) �
K j∑
k�1

u jk N (Ii |μ jk ,Σ jk) (4)

where N (Ii |μ jk , Σ jk) is the Gaussian distribution with
parameters: mean μ jk and variance Σ jk . K j is the number
of the Gaussian distributions that is used to denote the region
Ω j . u jk is the weighting factor and satisfies: u jk ≥ 0 and∑K j

k�1 u jk � 1.
Figure 1 shows the tissue distributions based on a manual

partition of a real dataset generated from the Internet Brain
Segmentation Repository (IBSR2_02). It can be observed
that the histograms of the GM and WM are nonsymmetric.
For this reason, the result of the symmetric distribution such
asGaussian distributionmight be poor. By using the nonsym-
metric Gaussian distribution, with K j � 4, makes the more
flexibility to fit the shape of nonsymmetric and non-Gaussian
images than the Gaussian distribution.

Fig. 1 Comparison of the component. a The histogram of the GM in
IBSR2_02 and the result of Gaussian distribution and nonsymmetric
Gaussian distribution.bThe corresponding results onWMin IBSR2_02

3 Proposed algorithm

Suppose there are N regions in the observed image I . The
segmentation model aims to divide the image into a set of
disjoint regions {Ωi }Ni�1, which satisfies the following two
conditions: Ω � ∪N

i�1Ωi and Ωi ∩ Ω j � ∅, ∀i 
� j . For
brain MR image segmentation, the image region is divided
into WM, GM, CSF and the background. The four regions
can be represented by using two level sets φ1 and φ2. The
objective function of the level set model can be written as:

E(φ1,φ2) �
∫

Ω

N∑
i�1

Mi (φ1,φ2)Fi (x)dx

+ α

2∑
j�1

∫
Ω

|∇H (φ j (x))|dx

+ ν

2∑
j�1

∫
Ω

1/2(|∇(φ j (x)|−1)2dx (5)

The region membership function Mi (φ1, φ2) is denoted
as: M1(φ1, φ2) � H (φ1)H (φ2), M2(φ1, φ2) �
H (φ1)(1−H (φ2)),M3(φ1, φ2) � (1−H (φ1))H (φ2),M4(φ1,
φ2) � (1−H (φ1))(1−H (φ2)).

Fi (x) is the region descriptor, motivated by the BAMM
[17]. In this paper, we propose an asymmetric region descrip-
tor by using the asymmetric Gaussian distribution to fit
different shapes of observed data and incorporating the spa-
tial information.

3.1 Asymmetric region descriptor

In order to fit nonsymmetric data of each region, the region
descriptor is defined as:

Fi (x) �
Ki∑
j�1

umi , j (− log pi j (R
′
x , P

′
x , Bx |μi j ,Σi j )) (6)

where pi j (·) � (2π )−D/2|Σi j |−1/2exp(− 1
2 (R

′
x · (P

′
x −

Bxμi j ))TΣ−1
i j (R

′
x · (P ′

x − Bxμi j ))).
ui j is within-region membership which represents the

probability of current pixel in the label Ωi j and satisfies:

ui j ≥ 0 and
∑Ki

j�1 ui j � 1. Theμi j andΣi j are themean and
variance.m ∈ (1, ∞) is the fuzzy coefficient. In this paper,
we set m � 2. Px is the square neighbor patch centered at
x with size r .Rx is the anisotropic inner relationship of Px ,
whichwill be illustrated in Sect. 3.2. P

′
x ∈ RM and R

′
x ∈ RM

are arranged from Px and Rx , respectively.M � (2r + 1)2.
Bx is the bias field. The proposed region descriptor is then
degraded into the descriptor of LBF when Ki � 1, r � 1
and Bx � 1.

123



1424 Signal, Image and Video Processing (2019) 13:1421–1429

3.2 Improved anisotropic spatial information

The traditional Gaussian distribution or asymmetric Gaus-
sian distribution only applies intensity information without
any spatial information, which makes it sensitive to noise. In
this section, we utilize improved anisotropic spatial informa-
tion, which can be combined with the Gaussian distribution
or asymmetric Gaussian distribution easily.

The spatial information has been widely used in noise
reduction. Caldairou et al. [23] introduced the nonlocal infor-
mation that contained more detailed information. In the
definition of the nonlocal information, the similarity value
of two pixels is calculated by using the Euclidean distance
of their neighbor patches:

d(x , y) � ∥∥Px − Py
∥∥2
F (7)

Pixels with small distance will be regarded as similar
points. All the pixels in the neighbor patch have the same
inner weights to represent the isotropy. Figure 2 illustrates
the defect of traditional neighbor patch representation within
3× 3 square neighbor patches. The image has object points,
including edge points (A), corner points (C), inner points (F)
and end points (E).B is a background point. D is a noise point
(single point). d(C , B) � 3 is more less than d(C , A) � 6
and d(C , F) � 5, which leads the point C be regarded to be
a background point. Similarly, the end point E will be deter-
mined as a background point. The example demonstrates the
segmentation without any inner relationship information.

As analyzed above, the traditional nonlocal information
is difficult to preserve the detail information for its isotropy.
To overcome this shortcoming, we propose a local similar-
ity function to balance between noise reduction and detail
preservation:

Fig. 2 Analysis of the neighborhood similarities of edge point, cor-
ner point, noise point and end point. Points A, B, C, D, E and F are
edge point(object point), background point, corner point(object point),
background point, end point(object point) and inner point(object point),
respectively

Rx �

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ds (x ,y)∫
y∈{Px } ds (x ,y) dy

if x ∈ {single point}

d(x ,y)∫
y∈{Px } d(x ,y) dy

else

(8)

where ds(x , y) � exp(−‖Mean(Px ) − I (y)‖2/ζ )/dl (x , y)
is distance between the single point x and its neighbor pixel
y, dl (x , y) is the spatial Euclidean distance, Mean(Px ) is
the mean value of Px , ζ is a positive constant and depends
on the standard deviation of the noise [24]. d(x , y) �
exp(−‖I (x)−I (y)‖2/ζ )

dl (x , y)
is the distance between the normal pixel

and its neighbor pixel y. In each neighbor patch, the points
with similar intensity values of the center point will have
higher weights. We found that the single point had much
larger or less intensity values than the neighbor points, and the
end point had at least one or two neighbor pixels with similar
intensity values. Based on this assumption, we regard x as a
single pointwhen1/(

∫
y∈{Px } exp(−‖I (x) − I (y)‖2/ζ )dy) >

T . T is a nonnegative parameter and set as 3/4 in this paper.
This similarity function (Eq. (8)) is different with our previ-
ouswork [24],which has not considered the spatial Euclidean
distance. Based on theMarkov random field theory, the pixel
with small Euclidean distance should have a higher similar-
ity. Therefore, our improved similarity function can preserve
more details.

The inner relationships in the neighbor patches of
C(corner point), D(single point) and E(end point) are shown
in the right side of Fig. 2. From these values, we can
observe that the improved inner relationship is anisotropic.
The traditional Euclidean distances between the neigh-
bor patch of E and the neighbor patch of A(edge point),
F(inner point), D (background point) are 6, 7 and 1,
respectively. In this condition, point E will be determined
as a background point. To obtain a reasonable distance
measurement, we modify the Euclidean distance as:d(Px ,
Py |Rx ) � ∥∥Rx · (Px − Py)

∥∥2
F , where Rx is defined in

Eq. (8). The improved corresponding distances are 0.2499,
2.56 × 10−9 and 0.2499, respectively. Based on the new
distance measurement, the point E is regarded as an object
point.

3.3 Bias field estimation

The bias field is generated during machine shooting
and leads to inaccurate segmentation [11]. It is smooth
across the image region and makes the intensity val-
ues of the same tissues vary with the location. Based
on its property, the bias field can be modeled by using
a linear combination of orthogonal polynomials [20, 21,
23–25]:
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B(x) �
L∑

l�1

qlsl (x) � QTS(x) (9)

where ql is the combination coefficient, P is the maximal
degree of the polynomials s(x). Then, for the 2D case, L �
(P+1)(P+2)/2, and for 3D case, L � (P+1)(P+2)(P+3)/6.
s(x) satisfies

∫
Ω

si (x)s j (x)dx � δi j (10)

When i � j , δi j � 1, otherwise δi j � 0.
Then, the functional of the proposedmethod canbewritten

as:

E(φ1,φ2) � E1(φ1,φ2) + αE2(φ1,φ2) + νE3(φ1,φ2) (11)

where E1(φ1, φ2) � ∫
Ω

∑N
i�1 Mi (φ1, φ2)Fi (x)dx ,

E2(φ1, φ2) � ∑2
j�1

∫
Ω

|∇H (φ j (x))|dx , E3(φ1, φ2) �∑2
j�1

∫
Ω
1/2(|∇(φ j (x)|−1)2dx .

Remark Ourmethod is superior toLGDF for several reasons:
Firstly, the LGDF only uses a local Gaussian distribution to
extract the local region descriptor, which is symmetric and
only utilizes intensity information, so that the LGDF is hard
to achieve satisfying results from segmenting images with
severe noise. The local region descriptor can be regarded as
a special case of our asymmetric region descriptor. Secondly,
the LGDF used a local Gaussian kernel convolution to pre-
serve the smoothness of the bias field. When an image has
a different intensity inhomogeneity level, the parameter of
the kernel needs to be changed. Furthermore, the LGDF can-
not estimate the bias field. It can only define a local region
descriptor to alleviate the effect of the bias field, which leads
the method to have double integrations. In our method, we
have considered the bias estimation and utilized the asym-
metric region descriptor. Therefore, our method only needs
one integration and is more efficient.

4 Parameter learning

Fixing u, μ, Σ and B, minimizing E with respect to each
variable to φ1 and φ2, respectively, we have corresponding
gradient-descent formulas:

∂φ1

∂t
� αδ(φ1)div

( ∇φ1

|∇φ1|
)

+ ν

(
∇2φ1 − div

( ∇φ1

|∇φ1|
))

− δ(φ1)N1 (12)

∂φ2

∂t
� αδ(φ2)div

( ∇φ2

|∇φ2|
)

+ ν

(
∇2φ2 − div

( ∇φ2

|∇φ2|
))

− δ(φ2)N2 (13)

where N1 � H (φ2)(F1 − F3) + (1− H (φ2))(F2 − F4), N2 �
H (φ1)(F1 − F2) + (1 − H (φ1))(F3 − F4).

For fixed φ and B, we can find the optimal u, μ and Σ

that minimize E :

ui j (x) � (Mi (φ)(− log pi j (R
′
x , P

′
x , Bx )))1/(1−m)

∑Ki
k�1 (Mi (φ)(− log pik(R

′
x , P

′
x , Bx )))1/(1−m)

(14)

μi j �
∫

Ω

Mi (φ)u
m
i j (x)Bx R

′
x · R ′

x · P ′
xdx

· /

∫
Ω

Mi (φ)u
m
i j (x)B

2
x R

′
x · R ′

xdx (15)

Σi j �
∫
Ω
Mi (φ)umi j (x)(R

′
x · (P ′

x − Bxμi j ))(R
′
x · (P ′

x − Bxμi j ))Tdx∫
Ω
Mi (φ)umi j (x)dx

(16)

In Eq. (9), the bias field Bx can be defined as Bx � QT Sx ,
where Q � [q1, . . . , qL ]T,S � [s1, . . . , sL ]T. Fixing φ, u,
μ, Σ , the optimal Q that minimizes E :

⎡
⎣ ∂E

∂Q � ∂
∫
Ω

∑N
i�1 Mi (φ)Fidx

∂Q

∝ ∂
∫
Ω

∑N
i�1 Mi (φ)

∑Ki
j�1 u

m
i j (x)(R

′
x ·(P ′

x −Bxμi j ))T Σ−1
i j (R

′
x ·(P ′

x −Bxμi j )))dx
∂Q

⎤
⎦

Q�Q#

� 0

(17)

Then, we can obtain:

Q# � A−1W (18)

Where A � ∫
Ω
Sx STx

∑N
i�1

∑Ki
j�1 Mi (φ)umi j (x)(R

′
x ·

μi j )TΣ−1
i j (R

′
x · μi j ))dx is a L × L inverse-able matrix [26]

and.

W �
∫
Ω

Sx

N∑
i�1

Ki∑
j�1

Mi (φ)u
m
i j (x)(R

′
x · P ′

x )
TΣ−1

i j (R
′
x · μi j ))dx

The procedures of our method are summarized as:

Step 1 Initialization: φ1, φ2.
Step 2Update u, μ, Σ by using Eqs. (14–16), respectively.
Step 3 Update Q by using Eq. (18).
Step 4 Evolve the level set functions φ1 and φ2 according
to Eqs. (12) and (13)
Step 5 If φ1 and φ2 satisfy the stationary condition, stop;
otherwise, return to Step 2.
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Fig. 3 Illustration on asymmetric distributions. a is the initial image.
b denotes the histogram of the image and the mixture distributions of
Gaussian mixture (MCR� 9.2%) and nonsymmetric Gaussian mixture
(MCR � 6.4%)

5 Experimental results

To illustrate the advantage of the proposedmethod,we gener-
ated a simulated image containing three object regions (WM,
GM and CSF) as shown in Fig. 3a. Figure 3b shows the
histogram of the initial image and the fitting results of the
Gaussian mixture model and the nonsymmetric Gaussian
mixture model. It can be clearly observed from the histogram
that the intensity distribution is not symmetric in each region
and the tissue label (CSF) is a very small amount compared
to other labels (WM and GM). We employ the misclassifica-
tion ratio (MCR) to evaluate the segmentation performance
quantitatively in this experiment. The MCR is defined as the
number of misclassified pixels divided by the total number of
pixels. The results demonstrate that the nonsymmetric Gaus-
sian distribution-based method can obtain better results.

Unless otherwise specified, the parameters of our method
used in the next experiments are set as follows: the radius of
the neighbor patch r � 1, the nonnegative constant ς � 400,
the degree of the basis functions of the bias field P � 4(L �
15), the fuzzy coefficient m � 2, the level set parameter
α � 0.00001 × 255 × 255, ν � .1.

All the synthetic images in the next experiments are
downloaded from BrainWeb (http://www.bic.mni.mcgill.ca/
brainweb/). BrainWeb provides full three-dimensional data
volumes with a variety of slice thicknesses, noise levels and
levels of intensity inhomogeneity. In this paper, we selected
T1-weighted images with 1-mm slice thickness. The clinical
data volumes are downloaded from the Internet Brain Seg-
mentation Repository (IBSR, http://www.cma.mgh.harvard.
edu/ibsr/). We use Jaccard similarity (JS) values [27] to
quantitatively evaluate the performance of the competing
methods.

5.1 Segmentation of 3T brain MR images

In this section, the first experiments are carried out on three
3T-weighted brainMR images. The initial images, segmenta-
tion results, the estimated bias fields and bias field-corrected

Fig. 4 Segmentation results on skulled brain MR images. From the
left column to right column are three 3T-weighted brain MR images,
segmentation results, estimated bias fields and bias-corrected images,
respectively

Fig. 5 Segmentation results on un-skulled brain MR images. From the
left column to right column are three 3T-weighted brain MR images,
segmentation results, estimated bias fields and bias-corrected images,
respectively

images are shown in Fig. 4. The intensities within each tissue
regions in the initial images are quite imhomogeneous. By
comparison, it can be found that intensities in the bias field-
corrected images are more homogeneous. The segmentation
results demonstrate that our method can obtain expected tis-
sue regions. In clinical applications, the brain MR images
have non-brain tissues (also named as the skull), which have
similar intensities and always affect the accuracy of the seg-
mentation methods. In the second experiments, we perform
our method on three 3T brain MR images with skulls. The
initial images, segmentation results, the estimated bias fields
and bias field-corrected images are shown in Fig. 5. It can be
clearly found that our method can obtain satisfactory results
without being affected by the skull. In the next experiments,
all the brainMR images are skull stripped byusing a learning-
based method [28].

5.2 Quantitative comparison

In this section, we quantitatively compared our method with
six existing methods including CV model [8], LBF [10],
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Fig. 6 Segmentation results in a clinical brain MR image (11th of
1_24#). a Initial image (b–h) are the results of the CV model, LBF,
LGDF, Zhang’s, MICO, RLSF and our method, respectively

Fig. 7 Details of the segmentation results shown in Fig. 9. From the left
to right, the details of the initial images, the ground truth, CV model,
LBF, LGDF, Zhang’s, MICO, RLSF and our method, respectively, are
shown

Fig. 8 Segmentation results in a clinical brainMR image (40th of 2_4#).
(a–h) are the initial image, the results of the CV model, LBF, LGDF,
Zhang’s, MICO, RLSF and our method, respectively

Fig. 9 Details of the segmentation results shown in Fig. 11. The left to
right column shows the details of the initial images, the ground truth,
CVmodel, LBF, LGDF,Zhang’s,MICO,RLSF and ourmethod, respec-
tively

LGDF [11], Zhang’s [14], MICO [28] and RLSF [27]. All
these methods are representative level set methods, and the
parameters are set as default values in their manuscripts.
More details can be found in the corresponding references.

Fig. 10 Segmentation results in a clinical brain MR image. The left
column to the right column shows the initial image, the segmentation
result, estimated bias field and corrected image ofWells method, Leem-
put method, MICO and our method, respectively

All the methods are initialized by using the K-means clus-
tering method.

In this section, we compared our method to mentioned
six segmentation methods on clinical T1-weighted brain
MR images. Figure 6 shows the segmentation results on the
dataset from IBSR (1-24#). The initial image appears inten-
sity inhomogeneity and weak edges. From the results, we
can observe that our method is more robust to weak edges.
The partially enlarged details of the segmentation results are
shown in Fig. 7. Figure 8 shows the segmentation results on
another clinical image (2_4#) with severe intensity inhomo-
geneity and low contrast. Figure 9 shows the corresponding
partial enlarged details. The segmentation accuracy of those
methods is measured by JS and shown in Table 1.

In order to show the robustness for bias field estima-
tion, we compared our method with Wells method [22],
Leemput method [29] and MICO [30] on a clinical brain
MR image with severe intensity inhomogeneity. Figure 10
shows the segmentation results, estimated bias field and cor-
rected images of the four mentioned methods. The Wells
method used a low-pass filter to smooth the estimated bias
field in each iteration, which caused the estimated bias field
unsmooth. The Leemput method and the MICO method uti-
lized the orthogonal basis function to fit the bias field. The
estimated bias fields are smooth; however, the segmentation
results are not accurate enough without using any spatial
information. Our method can achieve the best performance.

Table 1 Js values of the segmentation results. (%)

CV LBF LGDF Zhang’s MICO RLSF Our method

1_24# GM 37.37±5.63 55.30±6.85 59.40±6.93 70.41±6.18 52.57±6.99 59.41±6.79 74.30±5.04

WM 43.32±6.25 69.75±6.05 77.62±6.14 68.76±6.93 58.06±7.01 68.89±6.65 81.99±6.13

2_4# GM 38.48±12.26 38.48±10.65 57.25±8.37 66.68±10.58 55.03±11.53 54.36±6.97 66.52±6.17

WM 45.15±10.66 54.73±10.94 71.75±9.65 61.90±10.34 62.83±10.72 71.07±11.87 73.83±6.82
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Fig. 11 3D segmentation results of a T1-weighted clinical 3D brainMR
image. (a–g) shows the ground truth, the segmentation results of Wells
method, Leemput method, LBF method, LGD method, MICO method
and our method, respectively. The first row shows the results of GM,
and the second row shows the results of WM

5.3 Evaluation with 3D image data

In this experiment, we compared our method with Wells
method, Leemput method, LBF method, LGD method and
MICO method on a 3D clinical brain MR image(ISBR
2.0(7#)), which has severe intensity inhomogeneity and low
contrast. From the left column to right column, Fig. 11
shows the results of the ground truth, Wells method, Leem-
put method, LBF method, LGD method, MICO method and
our method, respectively. Our method obviously obtains the
best result.

6 Discussion

In our method, we utilized the proposed anisotropic infor-
mation to noise reduction and detail preservation. The radius
of the neighbor patch and the nonnegative constant ζ can
affect the accuracy of ourmethod. Based on exhausted exper-
iments on brain MR images, we observed that a larger radius
considers more pixels with similar intensities and makes the
method sensitive to weak edges. The weight of each pixel in
the neighbor patch is affected by the value of nonnegative
constant ζ . If ζ is small, the weight of each pixel is much
smaller than that of the center pixel, so that our method is
difficult to reduce the effect of noise. On the opposite, the
weight of each pixel is similar to that of the center pixel,
which leads the neighbor information to be isotropic and
lose detail information. Figure 12 shows the effect of the
radius of the neighbor patch and ζ on a simulated image
with noise level 3% and intensity inhomogeneity level 80%.
It is observed that the radius is set as 1 and ζ � 400 to
achieve the best performance. In further work, it is possi-

Fig. 12 Illustration of the effect of the radius of the neighbor patch and
ς on a simulated brain MR image data with parameter: noise level 3%
and intensity inhomogeneity level 80%

Fig. 13 Segmentation results on a synthetic image. a The initial image
with noise level 3% and intensity inhomogeneity level 40%. b The
segmentation results with E � E1 + E2 + E3. c The segmentation
results with E � E1 + E3

ble to learn the optimized value of ζ automatically. In our
method, there are three parts in the objective function. We
performed an experiment on a synthetic image (noise level
3% and intensity inhomogeneity level 40%) to evaluate the
effect of each part. Figure 13b shows the segmentation result
using the whole objective function, while Fig. 13c shows the
segmentation result only with E � E1 + E3. The second part
(E2) is the regular term of the curve length, which forces
the curves/surfaces smoother and reduces the effect of noise.
The third part (E3) is a penalty term to preserve |∇φ(x)|� 1.
The method cannot achieve satisfying performance without
the penalty term.
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7 Conclusion

In this paper, we present a new region descriptor based on
asymmetric Gaussian distribution, to fit different shapes of
the observed data. In order to alleviate the effect of noise, the
anisotropic neighbor information is introduced to improve
the ability of the asymmetric region descriptor, which is uti-
lizedby the level setmodel for brainMR image segmentation.
Ourmethod coupled the bias field information into the energy
functional in order to segment the image and estimate the
bias field simultaneously. Comparisons with several state-of-
the-art methods on synthetic and real images datasets have
demonstrated the robustness of the proposed method.
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1. Işın, A., Direkoğlu, C., Şah, M.: Review ofMRI-based brain tumor
image segmentation using deep learning methods. Proc. Comput.
Sci. 102, 317–324 (2016)

2. Wang, L., Shi, F., Yap, P.T., et al.: Longitudinally guided level sets
for consistent tissue segmentation of neonates. Hum. Brain Mapp.
34(4), 956–972 (2013)

3. Kass,M.,Witkin, A., Terzopoulos, D.: Snakes: active contourmod-
els. Int. J. Comput. Vis. 1(4), 321–331 (1988)

4. Osher, S., Sethian, J.A.: Fronts propagating with curvature-
dependent speed: algorithms based on Hamilton-Jacobi formula-
tions. J. Comput. Phys. 79(1), 12–49 (1988)

5. Gupta, D., Anand, R.S.: A hybrid edge-based segmentation
approach for ultrasound medical images. Biomed. Signal Process.
Control 31, 116–126 (2017)

6. Suganthi, S.S., Ramakrishnan, S.:Anisotropic diffusionfilter based
edge enhancement for segmentation of breast thermogram using
level sets. Biomed. Signal Process. Control 10(1), 128–136 (2014)

7. Wang, X.F., Min, H., Zhang, Y.G.: Multi-scale local region based
level setmethod for image segmentation in the presence of intensity
inhomogeneity. Neurocomputing 151, 1086–1098 (2015)

8. Chan, T.F., Vese, L.A.: Active contours without edges. IEEE Trans.
Image Process. 10(2), 266–277 (2001)

9. Li, C., Kao, C.Y., Gore, J.C., et al.:Minimization of region-scalable
fitting energy for image segmentation. IEEE Trans. Image Process.
17(10), 1940–1949 (2008)

10. Li, C., Huang, R., Ding, Z., et al.: A level set method for image
segmentation in the presence of intensity inhomogeneities with
application toMRI. IEEE Trans. Image Process. 20(7), 2007–2016
(2011)

11. Wang, Li, Chen, Yunjie, Ding, Zhaohua, Xia, Deshen: Level set
segmentation of brain magnetic resonance images based on local
Gaussian distribution fitting energy. J. Neurosci. Methods 188(2),
316–325 (2010)

12. Wang, Li, Shi, Feng, Lin,Weili, Gilmore, JohnH., Shen,Dinggang:
Automatic segmentation of neonatal images using convex opti-
mization and coupled level sets. NeuroImage 58, 805–817 (2011)

13. Chen, Y., Zhao, B., Zhang, J., et al.: Automatic segmentation
for brain MR images via a convex optimized segmentation and
bias field correction coupled model. Magn. Reson. Imag. 32(7),
941–955 (2014)

14. Zhang, K., Zhang, L., Lam, K.M., et al.: A level set approach to
image segmentation with intensity inhomogeneity. IEEE Trans.
Cybern. 46(2), 546–557 (2015)

15. Meng, X., Gu, W., Chen, Y., et al.: Brain MR image segmentation
based on an improved active contour model. PLoS ONE 12(8),
e0183943 (2017)

16. Brox, T.: From pixels to regions: partial differential equations in
image analysis, Ph.D. dissertation, Dept. Comput. Sci., Saarland
University, Saarbrücken, Germany (2005)

17. Nguyen, T.M., Jonathan Wu, Q.M., Mukherjee, D., Zhang, H.: A
Bayesian bounded asymmetric mixture model with segmentation
application. IEEE J. Biomed. Health Inform. 18, 109–119 (2014)

18. Xu, Y., Géraud, T., Bloch, I.: From neonatal to adult brain MR
image segmentation in a few seconds using 3D-like fully con-
volutional network and transfer learning. In: IEEE International
Conference on Image Processing (ICIP), pp. 4417–4421 (2017)

19. You, X., Peng, Q., Yuan, Y., et al.: Segmentation of retinal blood
vessels using the radial projection and semi-supervised approach.
Pattern Recogn. 44(10–11), 2314–2324 (2011)

20. Khowaja, S.A., Khuwaja, P., Ismaili, I.A.: A framework for retinal
vessel segmentation from fundus images using hybrid feature set
and hierarchical classification. SIViP 13, 379–387 (2019)

21. Huang, L., Zhao, Y., Yang, T.: Skin lesion segmentation using
object scale-oriented fully convolutional neural networks. SIViP
13, 431–438 (2019)

22. Wells III, W.M., Grimson, W.E.L., Kikinis, R., et al.: Adaptive
segmentation ofMRI data. IEEETrans.Med. Imag. 15(4), 429–442
(1996)

23. Caldairou, B., Passat, N., Habas, P.A., et al.: A non-local fuzzy
segmentation method: application to brain MRI. Pattern Recogn.
44(9), 1916–1927 (2011)

24. Chen, Y., Zhang, H., Zheng, Y., et al.: An improved anisotropic
hierarchical fuzzy c-means method based on multivariate student
t-distribution for brainMRI segmentation. PatternRecognit. 60(C),
778–792 (2016)

25. Coupé, P., Yger, P., Prima, S., et al.: An optimized blockwise non-
local means denoising filter for 3-D magnetic resonance images.
IEEE Trans. Med. Imag. 27(4), 425–441 (2008)

26. Li, C., Gatenby, C., Wang, L., Gore, J.C.: A robust parametric
method for bias field estimation and segmentation of MR images.
In: CVPR 2009, pp. 218–223

27. Niu, S., Chen, Q., Sisternes, L.D., et al.: Robust noise region-based
active contour model via local similarity factor for image segmen-
tation. Pattern Recogn. 61, 104–119 (2016)

28. Shi, F., Wang, L., Dai, Y., et al.: LABEL: pediatric brain extrac-
tion using learning-based meta-algorithm. Neuroimage 62(3),
1975–1986 (2012)

29. Van Leemput, K., Maes, F., Vandermeulen, D., et al.: Automated
model-based bias field correction of MR images of the brain. IEEE
Trans. Med. Imaging 18(10), 885–896 (1999)

30. Li, C., Gore, J.C., Davatzikos, C.: Multiplicative intrinsic compo-
nent optimization (MICO) for MRI bias field estimation and tissue
segmentation. Mag. Reson. Imag. 32(7), 913–923 (2014)

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123


	A level set method for brain MR image segmentation under asymmetric distributions
	Abstract
	1 Introduction
	2 Notations
	2.1 Local binary fitting model (LBF)
	2.2 Local Gaussian distribution fitting model (LGDF)
	2.3 Bayesian bounded asymmetric mixture model (BAMM)

	3 Proposed algorithm
	3.1 Asymmetric region descriptor
	3.2 Improved anisotropic spatial information
	3.3 Bias field estimation

	4 Parameter learning
	5 Experimental results
	5.1 Segmentation of 3T brain MR images
	5.2 Quantitative comparison
	5.3 Evaluation with 3D image data

	6 Discussion
	7 Conclusion
	Acknowledgements
	References




