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Abstract
Pattern recognition using myoelectric control of upper-limb prosthetic devices is essential to restore control of several 
degrees of freedom. Although much development has been relevant, the prediction of force level in finger movements is 
scanty. In this study, we propose the surface electromyography (sEMG) to predict the force level of the thumb-index pinch. 
Ten non-amputee subjects are asked to do five force levels with three different wrist positions and five object lengths. The 
sEMG data are recorded from three muscle regions (12 channels) of the right forearm. Twelve traditional time-domain fea-
tures are extracted from collected sEMG signal. The sequential forward floating selection (SFFS) method is investigated to 
find the optimal set of muscles and features for force prediction. Performances from seven linear and nonlinear classifiers 
are compared. The results show that k-nearest neighbor and neural network outperform other classifiers with the accuracy 
of about 99% and 97%, respectively. The accuracy from the set of muscle groups and features selected by SFFS method is 
slightly better than that from the set of baseline (all of channels and features). The frequently selected muscles are from the 
hand region. However, the combination of lower and upper muscles also performs well, which is useful for the prosthetic 
design in a hand and wrist disarticulation amputee and a transradial amputee in the future.
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1  Introduction

The loss of upper-limb function is a disability that limits 
the capabilities and interactions in the daily life of a person 
[1]. To improve the quality of life of amputees, the pros-
thetic devices, which are controlled by the pattern recog-
nition system based on surface electromyography (sEMG) 
signals from the residual muscles, the arm or the shoulder, 
are developed [2–4]. However, in the real environment, a 
change in force level or limb position can deteriorate their 
performance [5–9].

Kamavuako et al. [5] studied the correlation between 
force profiles and single-channel intramuscular EMG 
(iEMG). The correlation coefficient between the iEMG and 

force was approximately 0.9, which was quite similar to that 
from the sEMG and force. He et al. [6] proposed the novel 
features based on discrete Fourier transform to classify 9 
grasp and wrist motions under 3 muscle contraction levels 
(20, 50, and 80% of maximal voluntary contraction) with 
linear discriminant analysis (LDA). Results showed that the 
proposed features provided better classification accuracy 
compared to that from the traditional time-domain features 
because of their robust property, which can be against vary-
ing contraction levels. In [7], the popular time-domain fea-
tures from sEMG, such as root mean square (RMS), mean 
absolute value (MAV), were used as the inputs of the time-
delayed artificial neural network to predict forearm muscle 
forces during the extension and flexion wrist movements in 
real time.

In [8], a novel set of features based on Fourier trans-
form relations, the Parseval’s theorem, and power spectrum 
moments, which was able to be against force variation, 
was developed. It was used to classify 6 motions includ-
ing different grip and finger movements under 3 force lev-
els (low, moderate, high). Four classifiers including LDA, 
Naïve Bayes (NB), random forest, and k-nearest neighbor 
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(KNN) were compared. Results showed that the proposed 
set of features could improve the classification performance 
(6–8%) in comparison with other methods of feature extrac-
tion and LDA gave the best performance compared to other 
classifiers.

Celadon et al. [9] estimated force profiles and force levels 
from individual finger movements (flexion and extension) 
using high-density sEMG. RMS was used as the feature. 
Three methods including LDA, common spatial patterns 
proportional estimator (CSP-PE), and thresholding algo-
rithm were evaluated and compared. Results showed that 
the performance from the CSP-PE was the best when the 
number of electrodes was less than 24. However, for higher 
resolution of the recording, the performance from CSP-PE 
was comparable to that from LDA.

Effective features are essential in pattern recognition 
for myoelectric control. Dimensionality reduction is usu-
ally applied when the number of channels used to record 
sEMG signals is large to reduce redundancy and increase 
the relevance of the features. Adewuyi et al. [10] studied 5 
sEMG feature sets for classifying 4 hand motions in differ-
ent wrist positions from 16 non-amputees and 4 partial-hand 
amputees. Results showed that the feature subset from LDA 
combined with a feature selection algorithm based on the 
sequential forward searching (SFS) method gave the low-
est classification error. However, the main drawback of SFS 
method is the nesting effect [11], i.e., inability to remove 
the added feature.

In this paper, the sequential forward floating selection 
(SFFS), which is a suboptimal search strategy to solve the 
nesting effect [12], is applied to select the optimal feature 
subset for classification of 5 force levels. Twelve channels 
of sEMG signals from the muscles in 3 upper-limb regions 
including the region of hand (RH), the region of the lower 
forearm (RLF) and region of the upper forearm (RUF), were 
recorded from thumb-index pinch with 3 wrist postures, 5 
length objects, and 5 force levels. The classification errors 
from the muscles in RH, RLF, and RUF would be evalu-
ated and compared so that the muscles can be appropriately 
chosen and used.

2 � Materials and methods

2.1 � EMG data acquisition

In this study, twelve channels of sEMG signals were 
recorded from 3 regions on the right arm including RH, 
RLF, and RUF as shown in Fig. 1. The list of related mus-
cles in each region is shown in Table 1. The muscles in RH, 
RLF, and RUF are shown in Figs. 2, 3 and 4, respectively. 
Details of muscles in each region are as follows.

RH The sEMG data from 3 muscles in RH consisting 
of the adductor pollicis (AP), the abductor pollicis bre-
vis (APB), and the first dorsal interosseous (FDI) were 
collected from bipolar Ag/AgCl electrodes (EL254S, 
BIOPAC) at an inter-electrode distance 10 mm.

Fig. 1   Three regions of the forearm used in sEMG data acquisition

Table 1   List of related muscles in each region

Regions Channels Muscles

RH 3 AP, APB, FDI (c1–c3)
RLF 2 FPL, EPL (c4–c5)
RUF 7 ECU, EDC, EDM, ECRL, ECRB, 

BR, FCR, PL, FDS, FCU, FDP 
(c6–c12)

Fig. 2   Three muscles in RH including the AP (left), the APB (Mid-
dle), and the FDI (right)

Fig. 3   Two muscles in RLF including the FPL (left) and the EPL 
(right)
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RLF The sEMG data from 2 muscles in RLF includ-
ing the flexor pollicis longus (FPL) and the extensor 
pollicis longus (EPL) were recorded using bipolar Ag/
AgCl electrodes (H124SG, Kendel ARBO) at an inter-
electrode distance 20 mm.
RUF Seven pairs of electrodes were placed in RUF 
without specific muscle positions at approximately one-
third of the forearm length from the head of the ulna. 
The type and configuration of electrodes used were the 
same as in RLF. The distances between adjacent elec-
trodes (d) were approximately equal. The first pair of 
the electrode was placed at a distance of d/2 from the 
ulnar.

All sEMG data were acquired by a commercial meas-
urement system (MP150, BIOPAC system). A band-pass 
filter of 10 Hz to 500 Hz and an amplifier gain of 1000 
times were set. The sEMG data were sampled at a rate of 
1000 Hz. Force data were measured using a force sensor 
(KISTLER 9017B) and recorded synchronously with sEMG 
data. Ten healthy subjects (6 males and 4 females) joined the 
experiment. Mean and standard deviation of subjects’ age 
were 29.9 ± 6.9 years. They were asked to maintain 5 object 
lengths (i.e., 45, 60, 75, 90, and 105 mm) with thumb-index 
pinch at 3 wrist postures (i.e., flexion, neutral, and exten-
sion). For each subject, a total of 225 datasets were collected 
(3 wrist postures × 5 object lengths × 5 force levels × 3 trials). 
More details about the postures and experiments could be 
found in [13]. Example of sEMG signals at 5 force levels 
from the AP muscle (c1) acquired with the object length 
75 mm and the wrist extension is shown in Fig. 5.

2.2 � Methods

Figure 6 shows the proposed method for force classification 
from thumb-index pinch using sEMG consisting of 3 stages, 
i.e., (1) Preprocessing, (2) Feature selection, (3) Classifica-
tion. The details of each analytical stage are as follows.

2.2.1 � Preprocessing

There are four main steps in preprocessing. The first step 
is noise removal using a notch filter. Then, the filtered 
sEMG with the length of 2s is segmented using the 256 ms 
analysis window with 50% overlap [14]. As a result, four-
teen sEMG segments are obtained for each sEMG chan-
nel. Next, in the feature calculation step, twelve frequently 
used time-domain features described in Table 2 are deter-
mined from each sEMG segment. In total, the feature 
vector with dimension 144 (12 features per channel × 12 
channels) is obtained for each force level of each subject. 
Finally, the values from each channel and feature pair in 
all force levels are normalized so that their values are in 
the range of − 1 to 1.

2.2.2 � Feature selection

To reduce the computational complexity and processing 
time, a smaller dimension of features can be obtained by 
feature selection techniques. Given a set of feature Y, the 
method will select a smaller subset of feature X that per-
forms the best performance for the criterion function, J(X). 
Typically, a subset X ⊆ Y can be found by 

(1)J(Y) = max
X⊆Y ,|X|=f

J(X),

Fig. 4   Cross section of the RUF indicating approximate electrode 
locations

Fig. 5   Example of the sEMG signals from the AP muscle (c1) of 
wrist extension posture and object length 75 mm with each force level 
in each row, respectively
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where f is the desired number of selected features. However, 
the exhaustive search is exponential and impractical for even 
moderate values of Y [16]. In this study, the feature selec-
tion using the correlation forward selection based on SFFS 
method is used. The SFFS proposed by Pudil et al. [12] is 
defined by floating up and down during the search. It starts 
from the empty set that evaluates all possible single-feature 
expansions of the current subset.

The SFFS was applied to select the optimal feature subset 
from each feature vector for force classification. To find the 
optimum distance for SFFS, six criteria were tested includ-
ing (1) inter–intra distance (inin), (2) sum of estimated 
Mahalanobis distances (mahas), (3) minimum of estimated 
Mahalanobis distances (maham), (4) sum of squared Euclid-
ean distances (eucls), (5) minimum of squared Euclidean 

distances (euclm), and (6) 1-nearest neighbor. Results show 
that 1-nearest neighbor can reach the maximum distance at 
the feature dimension of 10, which is faster than other cri-
teria. Therefore, the feature subset obtained from 1-nearest 
neighbor is used as the input of classifiers in the next stage.

2.2.3 � Classification

In this study, seven classifiers, namely decision tree (DT), 
LDA, quadratic discriminant analysis (QDA), support vector 
machine (SVM), KNN, NB, and neural network (NN), were 
tested and compared. For each subject, the cross-validation 
was applied for the performance evaluation of each classi-
fier. The tenfold cross-validation was used. In other words, 
data were divided into ten subsets. In each round, one of 
them was testing data, while others were training data. In 
total, ten classification errors were obtained with different 
subsets of testing data. The performance from each classifier 
was measured by means and standard deviation of classifi-
cation errors from ten subjects. Brief descriptions and the 
parameters used for each classifier are described as follows.

a.	 DT classifier is based on hierarchy. Its model is con-
structed in the form of a tree structure including node, 
branch, and leaf. Nodes are the features, branches are 
the possible outcome of the test, and leaves are the class 
labels [17]. In this study, the splitting criterion was 
defined as purity, and the pruning was not used.

b.	 LDA classifier is a linear and binary supervised algo-
rithm that considers a probability distribution between 
two classes to assign the class of unknown data. In a 
multi-class classification problem, a one versus all 
approach is applied to this binary classifier. LDA aims 
to solve the following problem:

Vector x is the feature vector. Vectors � and �0 are 
identified by spreading interclass means and reducing 
interclass variance [18]. In this study, LDA was com-
puted without regularization. Because of no manually 
specified internal parameters in this classifier, the trial-
and-error approach using cross-validation of training set 
was applied.

c.	 QDA produces a quadratic line for separation of two 
classes based on their Gaussian densities with unequal 
variances [19]. The purpose is to calculate the decision 
boundary as denoted in:

Parameter tuning of QDA in this study was the same 
as LDA.

d.	 SVM is a supervised algorithm proposed by Vapnik [20]. 
The general concept of SVM is to operate a discriminant 

(2)y = �
Tx + �0.

(3)y = xT�x + �
Tx + �0.

Fig. 6   Method for force classification from the thumb-index pinch 
using sEMG signals
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hyperplane to separate the classes of data set, especially 
in nonlinearly separable problems [21]. It aims to find 
the optimal hyperplane that maximizes the margins 
between the data set. In this study, the radial basis func-
tion was selected as the kernel function because of its 
success in previous publications [22, 23]. Moreover, in 
our tests, it outperformed the second-order polynomial 
kernel and the sigmoid function. The cost parameter was 
1.0, and the kernel parameter (γ) was 1/n (n is the dimen-
sion of the feature vector from SFFS).

e.	 KNN classifier known as the lazy learning algorithm is 
efficient and straightforward in machine learning [24]. 
Its process starts with calculations of distances between 
testing data and training data. The distance values 

among the test sample to other samples would be meas-
ured by various methods such as Euclidean distance and 
Minkowski distance. Then, they are sorted in descend-
ing order and the majority vote designates the class of 
testing data among the k largest distances. In this study, 
the Euclidean distance was used and the number of the 
nearest neighbors k was optimized based on the leave-
one-out error on the dataset.

f.	 NB classifier is a simple probabilistic classifier based on 
Bayes rule. It aims to reach the best hypothesis through 
a given training data set. Bayes theorem provides a way 
to calculate the probability of a hypothesis based on its 
prior probability of both the data found and the total 
data [25]. In this study, the number of bins 49 was used 

Table 2   List of time-domain 
features used in this study

N denotes the window length, xn is the nth EMG sample within the current window. In MFL, k = 128 and m 
integers represent time interval and initial time, respectively

Feature name Equation

f1: Difference Absolute Standard 
Deviation Value (DASDV) DASDV =

�

1

N−1

N−1∑

n=1

�
x
n+1 − x

n

�2

f2: Log Detector (LOG)
LOG = e

1

N

N∑

n=1

log (�xn�)

f3: Modified MAV 1 (MAV1)
MAV1 =

1

N

N∑

n=1

w
n
|
|xn

|
|

w
n
=

{
1, if 0.25N ≤ n ≤ 0.75N

0.5, otherwise

f4: Modified MAV 2 (MAV2)
MAV2 =

1

N

N�

n=1

w
n
�
�xn

�
�

w
n
=

⎧
⎪
⎨
⎪
⎩

1, if 0.25N ≤ n ≤ 0.75N

4n∕N, else if n < 0.25N

4(n − N)∕N, otherwise

f5: Mean Absolute Value (MAV)
MAV =

1

N

N∑

n=1

�
�xn

�
�

f6: Maximum Fractal Length (MFL) 
[15] MFL =

��
∑[ N−m

k ]
n=1

�x(m+nk)−x(m+(n−1).k)�

�
N−1

[ N−m
k ].k

�

k
, (m = 1, 2,… , k)

f7: Root Mean Square (RMS)
RMS =

�

1

N

N∑

n=1

x2
n

f8: Third Temporal Moment (TM3)
TM3 =
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�
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1

N

N∑
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3
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�

f9: Forth Temporal Moment (TM4)
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1
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4
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�
�
�
�
�

f10: Fifth Temporal Moment (TM5)
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�
�
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1
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x
5
n

�
�
�
�
�

f11: Variance (VAR)
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1

N−1
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n=1
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2
n

f12: Waveform Length (WL)
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n=1
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�xn+1 − x

n
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to find the class based on the maximum posterior prob-
ability.

g.	 NN classifier is a typical nonlinear classifier. In this 
study, a feed-forward artificial neural network was used. 
It consisted of one input layer, one hidden layer, and 
one output layer. The hyperbolic tangent sigmoid func-
tion was used in all layers. The features extracted were 
input to the network. The number of neurons in the input 
layer was equal to the number of features selected by 
SFFS. The number of neurons in the hidden layer at 
10, 20, and 30 was tested and compared. The one that 
gave maximum accuracy was selected. The output layer 
had 5 neurons, which was equal to the number of force 
levels. Levenberg–Marquardt was applied in this study 
because it provided fast training on the moderate-sized 
network for solving pattern recognition problems using 
the numerical optimization technique. Loss function 
used in neural network training was mean square error. 
The maximum error during the training was defined as 
0.02/m, where m is the size of training data.

3 � Results

3.1 � Feature selection

Figure 7 shows the number of selections in each feature and 
channel pair accumulated from ten subjects. The f1c1 and 
f1c4 are the highest frequently selected pairs (5 subjects). 
On the other hand, while the 3 lowest frequently selected 
features are f4, f9, and f10 (the number of selections ≤ 5), 
the 5 lowest frequently selected channels are c5, c8, c9, c10, 
and c11 (the number of selections ≤ 15). While the most fre-
quently selected features are f1 (DASDV) and f6 (MFL) at 
approximately 16%, f10 (TM5) is the least frequently chosen 

feature (1.9%). Two most frequently selected channels are 
c3 in RH and c12 in RUF, whereas the EPL muscle (c5) in 
RLF is scanty in selection.

3.2 � Classification

Figure 8 shows the classification errors averaged from ten 
subjects from all feature inputs (dark) compared with those 
from SFFS feature inputs (gray). The errors from all feature 
inputs are comparable to those from the SFFS feature inputs 
in all classifiers except for LDA and SVM. The errors from 
DT, LDA, QDA, and NB classifiers are higher than 10%. In 
SVM, the classification error from the SFFS inputs reaches 
13%, which is almost 3 times greater than the errors from 
all feature inputs. The KNN classifier gives the best perfor-
mance at 0.8% for all feature inputs and 0.2% for SFFS fea-
ture inputs. NN classifiers perform better when the number 
of neurons in the hidden layer increases from 10 to 20 and 
30 at the expense of computational complexity. The errors 
from NN-30 with all and SFFS feature inputs are 2.5% and 
3%, respectively. These results indicate that the feature set 
selected from SFFS can be used as the inputs of KNN and 
NN classifiers for classification of force levels.

Figure 9 shows the classification errors categorized by 
5 muscle regions when the SFFS features are used as the 
inputs of LDA, KNN, and NN-30. While KNN and NN-30 
are used in comparisons because they give high classifica-
tion performance, LDA is chosen because it is widely used 
in previous studies of sEMG classification. Results show that 
the minimum errors are obtained when all muscle regions 
are used. The errors increase when only some muscle 
regions are used. For example, in KNN classifier, the error 
from RLF + RUF (c4–c12) increases to 6.9% compared to 
that from RH + RLF + RUF (c1–c12), which is only 0.2%. 

Fig. 7   The number of selections in each feature and channel pair 
accumulated from ten subjects

Fig. 8   Classification errors averaged from ten subjects from all fea-
ture inputs (dark) compared with those from SFFS feature inputs 
(gray)
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Moreover, when considering only a single muscle region, 
RUF gives better performance than the others.

4 � Discussion

Results from SFFS indicate that some features and channels 
are not necessary for force classification. The features f1, f6, 
and f12, which are DASDV, MFL, and WL, respectively, are 
useful for classifying force levels. They would be applied to 
the real-time EMG recognition system as a single feature. 
Instead of using RMS [5, 26] or MAV [27], which is used as 
the single feature in previous studies, the use of one among 
3 features, i.e., DASDV, MFL, and WL, may provide better 
accuracy.

In channel selection, the muscles in RH are more impor-
tant than other groups because they are directly responsible 
for thumb-index pinch, especially the AP muscle (c1) [28]. 
In RLF, the FPL muscle (c4) is more important than the 
EPL muscle (c5) causing from the adduction effect [28]. 
Although there is no specific muscle position in RUF, the 
electrode placements of c9 and c10 could be removed. How-
ever, c12 in RUF is the most frequently selected channel. 
Therefore, it should be included in the prosthetic design 
applications.

As shown in Fig. 8, when comparing classification errors 
among 3 muscle regions, namely, RH, RLF, and RUF, results 
indicate that the muscles in RUF provide lower errors than 
the muscles in other regions. Although the muscles in RLF 
were usually found in sEMG classifications of finger move-
ments in previous studies [1, 19, 29, 30], they gave the high-
est errors in this study. However, when using the muscles 
in RLF combined with the muscles in RUF, the classifi-
cation errors slightly decrease. Therefore, the muscles in 
RLF and RUF are helpful for prosthetic design applications, 

especially in the wrist disarticulation amputee and the tran-
sradial amputee.

To obtain more insight into the accuracy, Table 3 shows 
the confusion matrix from the testing data classified by 
LDA, KNN, and NN-30 in subject 2. The feature set selected 
by SFFS was used as the input of the classifiers. The results 
indicated that KNN outperformed LDA and NN-30, which 
agree with the accuracy shown in Figs. 8 and 9.

5 � Conclusions

This paper presents the selection of sEMG channels and 
features for the classification of force levels in a thumb-
index pinch. The sEMG data were recorded from 3 muscle 
regions (12 channels) of 10 non-amputee subjects. Twelve 
traditional time-domain features were extracted. The SFFS 
was applied for searching the best subset of channels and 
features. Each force level signal was trained and classified 
using 7 classifiers. Results show that KNN and NN can give 
higher performance than others. The group of muscles and 
feature set selected by SFFS method can perform to com-
parable the set of all muscle channels and features. Three 
features consisting of DASDV, MFL, and WL are primarily 
selected in the classification. The most frequently selected 
group of muscles is RH muscle. However, the combination 
of RLF and RUF can perform high performance, which is 

Fig. 9   Classification errors categorized by five muscle regions when 
the SFFS features are the inputs of the classifiers

Table 3   Example of confusion matrix from the testing data (tenfold 
cross-validation) in subject 2

True class

10 30 50 70 100

LDA predicted class
 10 551 79 0 0 0
 30 58 511 60 1 0
 50 1 104 471 54 0
 70 0 0 75 542 13
 100 0 0 1 80 549

KNN predicted class
 10 630 0 0 0 0
 30 0 630 0 0 0
 50 0 0 630 0 0
 70 0 0 0 629 1
 100 0 0 0 0 630

NN-30 predicted class
 10 629 1 0 0 0
 30 3 620 7 0 0
 50 0 9 610 11 0
 70 0 0 11 616 3
 100 1 0 0 8 621
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helpful for prosthetic design applications, especially in the 
wrist disarticulation amputee and transradial amputee.

Many possible directions for future research can be done. 
For the elimination of power line interference contaminated 
in the sEMG signal, the edge preserving denoising meth-
ods based on variational models [31, 32] may provide better 
results compared to the standard notch filter. Another direc-
tion is the use of a convolutional neural network (CNN). 
The inherent features generated from the residue muscles 
using CNN may provide enough accurate force estimation 
for a control system.
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