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Abstract

In activity recognition, usage of depth data is a rapidly growing research area. This paper presents a method for recognizing
single-person activities and dyadic interactions by using deep features extracted from both 3D and 2D representations,
which are constructed from depth sequences. First, a 3D volume representation is generated by considering spatiotemporal
information in depth frames of an action sequence. Then, a 3D-CNN is trained to learn features from these 3D volume
representations. In addition to this, a 2D representation is constructed from the weighted sum of the depth sequences. This 2D
representation is used with a pre-trained CNN model. Features learned from this model and the 3D-CNN model are used in
training of the final approach after a feature selection step. Among the various classifiers, an SVM-based model produced the
best results. The proposed method was tested on the MSR-Action3D dataset for single-person activities, the SBU dataset for
dyadic interactions, and the NTU RGB+D dataset for both types of actions. Experimental results show that proposed 3D and
2D representations and deep features extracted from them are robust and efficient. The proposed method achieves comparable

results with the state of the art methods in the literature.
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1 Introduction

Human activity recognition is an old problem, which is gener-
ally studied with RGB videos in previous works [1-3]. With
the progress of technology, depth sensors have become pop-
ular and are easily accessible in the open market. Since then,
depth-based methods have been used to take advantage of
depth data with the objective of improving recognition accu-
racy. By using real-time depth data from an RGB-D sensor,
segmentation and detection of body parts could be achieved
more accurately and more efficiently than pure RGB-based
approaches.

Early studies in human activity recognition [1,2] used
RGB videos and generally focused on recognizing single-
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person actions. Grayscale intensity, texture, color, and
motion-based features were used in these studies to recog-
nize actions. Although some studies [4-6] use only depth
data to recognize human activities, some other studies in
the literature use both features extracted from depth maps
and RGB video data [7]. Li et al. [8] define the actions as
pose sequences and a transposition matrix that stores the
probability of transpositions between different actions were
proposed. After clustering recognized poses, actions are con-
sidered as combinations of prominent poses. losifidis et al.
[9] constructed self-organizing maps from a multi-camera
setup to recognize actions. losifidis et al. [10] also pro-
posed another method based on binary action volumes. They
obtained features from circular shift invariance property of
the magnitudes of the Discrete Fourier Transform. Tsai et
al. [11] extended conventional MHI approach with optical
flow. Mahbub et al. [12] combined RANSAC and optical
flow method for action recognition.

With the advent of RGBD sensors, depth data-based
action recognition methods gained popularity. Xia et al. [13]
proposed a method to map 3D joint locations to a spher-
ical coordinate system. The histograms of spherical joint
locations are computed and used as a view-invariant pos-
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ture representation. Raptis et al. [14] proposed a method
to recognize dance gestures. They used the joint skeleton
model of Shotton et al. [15] to extract features. Sung et
al. [16] proposed a double layer Hidden Markov Model
(HMM) to recognize complex activities. Ryoo and Aggarwal
[17] proposed a method that recognizes actions, composite
actions, and interactions. This method is established on multi-
level HMMs. Another hierarchical approach is proposed by
Waltisberg et al. [7].

Comparing to single-person actions, interactions between
persons are less studied in the literature. Most studies in the
field of interaction detection used RGB surveillance videos
or videos obtained from the Internet or streaming sites [4,18].
The hierarchical systems [16,17,19] are the most popular ver-
sions of the methods that use videos. As in the single-action
recognition methods, these systems first detect simple actions
on the first level of classification and then detect composite
actions and interactions on the upper levels. Ji et al. [20]
proposed depth data-based interaction recognition method.
Another study that uses depth maps and skeletal features is
proposed by Jietal. [21]. This method also uses joint features
like the distance and the motion of joints. They proposed a
machine learning method called Contrastive Feature Distri-
bution Model (CFDM) for prediction. The method proposed
by Yun and et al. [22], utilized the Multiple Instance Learn-
ing (MIL) approach for interaction recognition. The proposed
method used features extracted from a skeleton model, which
is constructed from depth maps.

Recently, there have been many studies on action recog-
nition based on deep learning. In deep learning, a large
observation set is needed for estimation of space parameters.
In traditional machine learning approaches, this operation
is done with a limited set of observations. Ji et al. [23]
applied a 3D-convolutional neural network (CNN) model
into RGB videos for action recognition. Wu and Shao [24]
used skeletal features with deep neural networks. Le et al.
[25] utilized independent space analysis (ISA) with CNN for
action recognition. Baccouche et al. [26] used deep learn-
ing in the recognition of action sequences. In this approach,
action videos were taken as 3D input data and a 3D-CNN
was constructed for action recognition. Wang et al. [27] used
three-channel CNN’s working with depth map sequences.
Valle and Starostenko [28] used a 2D-CNN for recognition
of walking and running actions. Tran et al. [29] employed
a 3D-CNN on RGB videos to learn the spatiotemporal fea-
tures of actions. Simonyan et al. [30] proposed a multi stream
CNN architecture to recognize actions in RGB videos.

Deep learning based studies on action recognition gen-
erally work with 2D image sequences [23]. In this paper, a
3D-CNN and 2D-CNN-based method is proposed to learn
spatiotemporal features from depth data. Unlike the other
methods, the proposed method uses both 3D depth vol-
umes and 2D templates and can classify both single person
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actions and dyadic interactions. For each action, 3D and
2D-representations are obtained from depth sequences. 3D
representations are constructed by considering spatiotempo-
ral information of depth sequences and used for training of
a 3D-CNN model. After training the 3D-CNN model, acti-
vation values from the fully connected layers are extracted.
As the second stage of the method, we used a pre-trained
2D-CNN (AlexNet [31]) to extract deep features from 2D
templates. The 2D templates are generated from the weighted
sum of the depth maps. After combining features from 2D
and 3D representations, Relieff algorithm is applied to select
strong features. Several classification models are trained with
the selected features. Trained models are tested on the MSR-
Action3D [8] dataset for single-person actions and tested on
the SBU [22] dataset for dyadic interactions. Additionally,
the models are tested on NTU RGB+D dataset which is a
large-scale action dataset [32].

2 Method

The flow of the proposed system can be divided into three
parts. The first part is the preparation of the 3D and 2D rep-
resentations. The second part is the feature extraction and
the final part is model training. A schematic outline of the
proposed method is shown in Fig. 1. 3D representation is
generated by combining the depth maps in the spatiotem-
poral domain and then resizing the volume to a fixed size.
A 3D-CNN is constructed from 3D volumes in the training
set. For 2D representation, the weighted sum of the depth
sequences is computed and given as input to a pre-trained
CNN. Features are then extracted from the fully connected
layers of the CNN’s. Finally, the Relieff feature selection
algorithm is applied to select strong features.

2.1 3D convolutional neural networks

A common CNN comprises one or more convolutional layers
that are followed by one or more fully connected layers. In
general, the architecture of a CNN is designed to take advan-
tage of the 2D structured inputs. Thus CNN’s are widely used
on 2D image data to extract spatial features. Although such
information is useful in many problems, temporal informa-
tion from image sequences or videos is also needed in certain
applications. In action recognition specifically, it is necessary
to capture motion information from multiple frames. How-
ever, it is not easy to generate temporal information from 2D
inputs. A third dimension would be useful to extract tempo-
ral information. 2D-CNNs can be extended for 3D structures
such as 3D matrices and voxel grids. There are some 3D-CNN
definitions for colored images [31]. These CNNs, which are
also known as multichannel CNNs, use the third dimension
to store a different type of spatial information, which is color
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Fig.1 Outline of the proposed method

information. However, the third dimension can be utilized to
store temporal information. Therefore, we build a 3D-CNN
to combine both spatial and temporal information of action
data.

3D-CNN’s are based on 3D convolution operation, which
is performed with 3D kernels. The feature maps are con-
structed from multiple concatenated frames. The feature map
of the i™ layer is given in Eq. (1).
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where P, O, and R are the sizes of the kernel in spatial and
temporal dimensions, v is the feature map, vgfff;,)rfy )+
is the kernel connected to the previous feature map, tanh is the
hyperbolic tangent function, b; is the bias for current feature
map, m is an index for the feature maps, and w;,,??" is the
value of the kernel function. The kernel function refers to the
sets of weights that are convoluted with the input. The kernel
function is a cuboid for a 3D CNN.

A CNN is formed with local connections and tied weights

followed by pooling operations which results in subsampled

.

SVM Classifier

translation invariant features. The input of a convolutional
layer is an m x n x r sized 3D image, where m, n
are the height and width of the image and r is the number of
frames. In convolutional layers, there are £ filters (or kernels)
of size h x h x g. The first two dimensions (/) of the filter
should be smaller than the dimensions of the input and the
third dimension ¢ can either be the same or smaller and may
vary for each kernel. The kernel sizes of our three convolution
layersare9 x 9 x 9,7 x 7 x 7,and5 x 5 x 5. We choose the
kernel sizes experimentally. Very small filter sizes will cap-
ture very fine details of the image. On the other hand, having
a bigger filter size will leave out details in the image. How-
ever conventional kernel sizesare 3 x 3,5 x Sand7 x 7in
various architectures [33]. We applied /> kernels as some 3D
CNN architectures used in medical image segmentation [34].
Well-known classification architectures (AlexNet, CifarNet)
contain subsequent convolution pooling layers, and some
fully connected layers before softmax layers [31,35]. The
filters are convolved with the input image and k feature maps
are produced. The numbers of feature maps of the convo-
lutional layers are 32, 64, and 128. Each map produced by
the locally connected structures is then subsampled typically
with max-pooling over p X p x g contiguous regions. The
additive bias and sigmoidal functions are performed to each
feature map before or after the subsampling layer. The CNN
is responsible for the high-level feature-learning task. After
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Fig.2 a Depth data of
hand-waving action from the
MSRACction3D dataset, b
Volume data constructed from
depth data of hand-waving
action, and ¢ Volume data for
punching action from SBU
dataset
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3D convolution operations, 3D max-pooling is applied. Pool-
ing layers are located between sequential convolution layers.
Their function is to reduce the spatial size of the representa-
tion. The reduction of the number of parameters will reduce
the computational costs. We apply 3 x 3 x 3 subsampling
on both max-pooling layers. Finally, three fully connected
layer transformations are applied. The vector dimensions of
the fully connected layers are 1048, 512, and 256.

2.2 3D depth volume representations

As explained above, 3D-CNNSs can be used to represent both
spatial and temporal information of action data. Since the
proposed model uses depth data to recognize actions, depth
frame sequences must be converted as an input for the pro-
posed 3D-CNN model. Each depth frame is considered as a
2D image and is represented with the first two dimensions
of the 3D input matrix. The third dimension is considered
as a time dimension and consecutive frames are added to
this dimension to represent the temporal information. Nor-
malization is applied to the 3D input data before giving it to
the convolutional model. Values of all voxels are fitted into
the interval 0-1. Min—-Max normalization is applied at this
stage to reduce the disparity value variations between the
templates. Eq. 2 is applied to all points in the depth maps.
Min and Max values are computed from the whole dataset.

X;— — min (x)

@)

‘= max (x) — min (x)
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All input volumes are resized to a fixed size. First, depth data
is resized to meet the input dimensions of the 3D matrix. The
size of all depth sequences are fixed to 64 x 64 in x and
y dimensions and 30 in the z-dimension (frames). This vol-
ume data structure enables us to represent both spatial and
temporal information in a single input format. Since some
actions have less or more than 30 frames, trilinear interpola-
tion is applied over 3D volumes for resizing ¢-dimension.
Trilinear interpolation is a multivariate interpolation over
the 3D grid, and it is an extension of linear interpolation.
While linear interpolation operates in 1D spaces, bilinear and
trilinear interpolation operates in 2D and 3D, respectively.
For short action sequences, some new pixels are constructed
by means of interpolation so #-dimension is enlarged. For
long sequences, #-dimension is shrunk by applying interpo-
lation. Thus all resized volumes have 30-frames length with
this method. During the experiments, although different -
dimension sizes are tested between 20 and 40, best results
are obtained with numbers greater than 25 frames. No sig-
nificant change is observed after 30, so this parameter is
selected as 30. Sample depth images of a hand-waving depth
sequence and volumes that are obtained from these sequences
are shown in Fig. 2.

Finally, we feed the 3D-CNN model with multiple 3D vol-
umes. The activation values computed by the fully connected
layers of the 3D-CNN are extracted and used as features. The
features obtained from the connected layers are used in the
training of the SVM classifier. In some studies in the liter-
ature, SVM classifiers work better with deep features [36],
which is also verified by our experimental results.
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2.3 2D depth representation

In addition to features from 3D-CNN, we generate a 2D
representation from the depth image sequences and apply
transfer learning to extract robust features. Deep convo-
lutional networks trained on large-scale image databases
usually outperform handcrafted features [31]. In most of the
cases, training a convolutional neural network from scratch
is not effective when there is no huge amount of training
data. For such cases, the common practice in deep learning
is to use a network trained previously on a large dataset.
We extracted deep features from a 2D representation gener-
ated from depth data. For each depth sequence, the weighted
sums of the depth sequences are computed and given to a
pre-trained CNN, AlexNet, as input.

The weighted sum is a static image template to define
action sequence. In this template, pixel intensity values rep-
resent the frequency and depth information. The template is
generated by computing weighted sum of depth maps. The
template of action sequences is computed with Eq. (3). In
Eq. (3) D; is the ith depth image in the sequence, N is the
frame count in the sequence, and i is the frame index num-
ber. This generated template is called as Depth History Image
(DHI) [37]. The sample depth maps of hand wave action and
template calculated from this action are shown in Fig. 3.

N
DHI = » "(D; *1i) 3)
i=1

In the template image, the more recent frames will be repre-
sented with higher intensity values as in the Motion History
Image (MHI) [38]. Different from MHI, we have used depth
maps to define pixel intensity as a function of the motion.
So, a DHI captures spatial information of action location
and temporal information by indicating more recent action
phases. AlexNet is fed with DHI images in order to learn

features. The input layer of the CNN is fixed, so all the
input data are resized to 227 x 227 pixels, and all grayscale
images are converted to three channels through replication.
When learning features using AlexNet, we utilize represen-
tations from fully connected layer 7 (Fc7) and 8 (Fc8) and
use the activations of Fc7 and Fc8 as features. Representa-
tions obtained from different layers correspond to varying
levels of abstraction [39]. CNN features are more generic in
early layers and more original dataset-specific in later layers
[40]. In our experiments, we have observed that Fc7 and Fc8
activations generally produce the best results.

2.4 Feature selection and classification

After feature learning, the Relieff [41] feature selection algo-
rithm is applied to the learned features. Feature selection is
a process of selecting a discriminative subset of features by
computing the weights of features. The weight is the strength
of a feature in representing a specified class or cluster. Reli-
eff is a supervised feature selection algorithm based on error
minimization [41]. This algorithm aims to select a subset of
features that maximize the classification accuracy. Selection
is made by finding the subset that minimizes the Bayesian
error rate. The original Relief algorithm is for two-class data
and could only work with nominal and numerical data. The
Relieff approach solves the multi-class and incomplete, noisy
data problems.

All features that are obtained from 3D-CNN and AlexNet
are concatenated, and then feature selection is applied to
gather a more robust and stronger feature subset. Approxi-
mately the strongest first 10% of the features are selected after
Relieff application. When selecting this ratio of 10%, several
ratios are studied with experiments. Ratios below 10% have a
negative effect on classification accuracy. There is no signif-
icant improvement on classification accuracy between 10%
and 50%. Thus, we select the first 10% for both improving
the accuracy and reducing the high dimensionality. Finally, a
linear kernel SVM predictor is trained with these selected
features and cross-validation is applied to optimize SVM
parameters. The use of deep features with a linear SVM
classifier usually produce better results compared to Softmax
classifier [29]. In our experiments, we observed that linear
SVMs produce remarkable results with deep features.

3 Experiments

The proposed method is evaluated on the SBU, MSRAction-
3D, and NTU RGB+D datasets. The datasets used in the
experiments are recorded with RGBD sensors. 2D and 3D
representations for an action are generated by reading frames
of the action in these datasets. All experiments and model
trainings were made on a work station with an Intel i7 3.4
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Table 1 Detection performance of various classifiers on SBU, MSRAc-
tion3D, and NTU RGBD+D dataset

Methods SBU MSRAction3D NTU RGB+D
3D-CNN 89.7 813 52.8
DHI+Relieff+SVM 92.8 90.1 37.1
3D-CNN+SVM 919 82.7 54.2
3D-CNN+Relieff+SVM 92.8 86.5 55.8
3D-CNN+DHI+Relieff+SVM 94.7 92.8 61.9
3D-CNN+DHI+Relieff+KNN 86.4 81.5 34.6
3D-CNN+DHI+Relieff+RF 87.5 91.7 423

GHz CPU and 32 GB of memory and Nvidia GTX760 GPU.
Training time for the 3D-CNN model is approximately 15-
16 hours for MSRAction-3D and SBU datasets. For NTU
RGB+D dataset training time takes multiple days. Although
initial training of the model takes too long, feature extraction
from a trained model just takes few seconds. 2D template
generation and feature extraction from AlexNet take less than
a second for a single action.

3.1 Experiments on SBU dataset

We first evaluate the efficiency of the proposed model on
the SBU dataset and compare the results with state of
the art methods. Actions in the SBU dataset are as fol-
lows: approaching, kicking, handshaking, pushing, depart-
ing, punching, hugging, and exchanging objects. All actions
are performed by seven different individuals, and there are
C(7,2) = 21 pairs of subjects. All subject pairs perform all
of the eight interactions in the dataset. The dataset consists
of synchronized RBG frames and depth maps for all inter-
actions. Resolution of the depth maps is 640 x 480 pixels.
There are 15 joints for each subject, and the normalized joint
coordinates are also provided in the dataset.

Table 1 lists the results on the SBU dataset with dif-
ferent combinations of the proposed model. In Table 1,
the results are in the following order: the first row (3D-
CNN) contains the classification results obtained from the
Softmax layer of our 3D-CNN architecture; the second
row (DHI+Relieff+SVM) includes the classification results
obtained from the SVM predictor trained with selected 2D
deep features; the third row (3D-CNN+SVM) contains the
results obtained from the linear SVM trained with deep fea-
tures acquired from fully connected layers of the 3D-CNN.
The last 3 rows show the results obtained from various clas-
sifiers trained with selected 2D and 3D deep features.

In Table 1, the results on the SBU dataset are obtained
with a fivefold cross-validation, since this validation method
is also used in the related previous studies. Different types of
base classifiers (e.g., Random Forest, KNN) are tested, and
the best results were acquired with the linear SVM classifier.
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3.2 Experiments on MSRAction-3D dataset

The MSR Action 3D dataset contains 20 different types of
actions from 10 subjects. The actions in this dataset are high
arm wave, horizontal arm wave, hammer, hand catch, for-
ward punch, high throw, draw x, draw tick, draw circle, hand
clap, two hand wave, side boxing, bend, forward kick, side-
kick, jogging, tennis swing, tennis serve, golf swing, and pick
up and throw. The results are obtained with cross-subject
testing on the MSRAction3D dataset as in the most of the
action recognition studies on the MSRAction3D dataset. In
cross-subject testing, actions performed by the half of the
subjects are used in training, and actions of the remaining
subjects are used in testing. The training of 3D-CNN is a
time-consuming process, therefore this test is applied with
only one combination. As in the SBU dataset, various com-
binations of features from 3D-CNN and AlexNet are tested
with different classifiers. The experimental results obtained
on the MSRAction3D dataset are given in Table 1. The RF
classifier produces close results to the linear kernel SVM
for this dataset. For this dataset, the most confused actions
are jogging and the sidekick. Generally, the jogging action
is confused with the sidekick. The reason for this confusion
is that the movement path of legs in both actions. The other
most confused actions are the tennis swing and tennis serve
due to the similarity of these actions.

3.3 Experiments on NTU RGB+D dataset

NTU RGB+D dataset is large-scale action recognition
dataset gathered from 40 different subjects. This dataset
contains 60 different actions including daily, mutual and
health-related actions. The results obtained from this dataset
are given in Table 1. Due to high number of action classes and
action complexities, classification accuracy is low compared
with the results obtained from the other datasets. The large
intra-class and viewpoint variations make this dataset very
challenging. Cross-Subject testing is applied to this dataset
like MSRAction 3D. Front view data are used in our experi-
ments.

3.4 Comparison with other studies

As observed from above experimental results, the best results
were obtained from combined features. As shown in Table 1,
3D and 2D representation based end-to-end models produced
lower results than the models that combine features from
different models. Additionally, employing a classifier with
learned deep features can give better results compared with
a softmax layer. Especially, the SVM classifier trained with
deep features produce better results in small datasets. We
can conclude that 3D-CNN features and features obtained
by transfer learning are complementary with each other.
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Table 2 Comparison with the Methods CA Table 4 Comparison with the Methods CA
other methods on SBU dataset other methods on NTU RGB+D
CFDM [21] 89.4 dataset Shahroudy et al. [32] 62.93
Linear SVM [22] 86.2 Liu et al. [47] 69.2
Contrast mining [20] 86.9 Du et al. [48] 59.07
Our method 94.7 Liu et al. [49] 66.85
Song et al. [50] 73.4
Our method 61.9

Table3 Comparison with the other methods on MSRAction3D dataset

Methods CA
Bag of 3D points [8] 74.7
HOJ3D [13] 79.0
EigenJoints [42] 83.3
HON4D [43] 88.8
Yang et al. [44] 85.5
Actionlet ensemble [45] 88.2
Joint angles similarities [46] 94.84
Our method 92.8

In Table 2, the results of the proposed method on the SBU
dataset are compared with other methods from the literature.
Our method has the best results on the SBU dataset. The
results show that the proposed model shows a significant
improvement over the models [20-22]. CFDM [21], which
use contrastive features of interactions to create a dictionary,
has the closest performance to our model.

In Table 3, the results of the proposed method on the
MSRACction3D dataset are compared with the other meth-
ods from the literature. For the MSRAction3D dataset, the
proposed method gives reasonable and comparable results.
Although our method does not have the best result, it is still
better than the most of the studies in the literature. Because
of high view and subject variation of action sequences in this
dataset, classification accuracy is slightly lower. The high
classification ratio on both datasets states that our method can
learn the dataset invariant features. The superiority of deep
learning plays an important role in these results by extracting
descriptive features to define structural information of action
sequences.

Comparison of the results on NTU RGB+D dataset with
other methods are shown in Table 4. The proposed method
did not outperform the other methods in the literature but
produced promising results. Due to complexity and size of
this dataset, classification accuracies on this dataset is not
as good as the results obtained from other datasets. The first
reason for low accuracy is depth information of the unrelated
foreground objects. Although we have used masked depth
maps, there have been objects that occlude silhouettes of the
actors partly. These objects also caused noise in the 2D and
3D templates. Using skeletal features for this dataset could
be more beneficial.

4 Conclusion

In this paper, we proposed an action recognition method
that can be used in single-person actions or dyadic interac-
tions. Firstly, high-level deep features extracted from depth
sequences were extracted with deep convolutional neural net-
works. We defined 3D representations to capture temporal
information of an action. 3D volume representations were
given as input to the 3D-CNN model to gather deep features
defining the temporal structure of the action. Then 2D repre-
sentations were generated to learn features from a pre-trained
CNN by using transfer learning approach. The features from
2D and 3D CNN models were combined and ranked with the
Relieff algorithm to select strong features. Finally, an SVM
classifier was trained with these features.

The developed framework was evaluated on SBU, MSR Ac-
tion3D, and NTU RGB+D datasets. By combining features
from 3D and 2D representations, we achieved the best clas-
sification results on SBU dataset and comparable results on
MSRAction3D and NTU RGB+D datasets. Although the
results obtained directly from deep features were good in
general, applying Relieff algorithm on the features helped
to increase the classification accuracy and reduce compu-
tational cost. Selecting features with the Relieff algorithm
increased the performance by 2-3% for all classifiers.

In the future studies, we will explore combining multiple
types of data for interaction detection. In other words, we plan
to combine features from raw RGB and depth data features
with skeletal features to obtain better results.
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