Signal, Image and Video Processing (2018) 12:885-893
https://doi.org/10.1007/s11760-017-1231-3

ORIGINAL PAPER

@ CrossMark

Fast and robust seam estimation to seamless image stitching

Hadi Hejazifar' - Hassan Khotanlou'’

Received: 17 April 2017 / Revised: 2 December 2017 / Accepted: 26 December 2017 / Published online: 10 January 2018

© Springer-Verlag London Ltd., part of Springer Nature 2018

Abstract

Image stitching has a wide range of applications in computer vision/graphics and virtual reality. Seam estimation is one of the
key steps in image stitching. This step can relieve ghosts and artifacts that were generated by misalignment or moving objects
in the overlap region. This paper presents a fast and robust seam estimation method (FARSE) by defining gray-weighted
distance and gradient-domain region of differences to avoid visible seams and ghosting. The optimal seam is estimated by
searching in two weighted matrices, namely cost matrix and value matrix. The proposed method could be simply implemented.
Results indicate that the FARSE method is scale-invariant and it is fast and more robust than the other methods.

Keywords Stitching - Alignment - Blending - Seam estimation

Abbreviations

OR Overlap Region
FARSE Fast and robust seam estimation.

1 Introduction

Image alignment and stitching is one of the most important
fields in the computer vision and graphics [1]. Since most
cameras have narrow viewing angle, generating panoramic
images is essential that can show large range view of the
environment. Due to some problems, misalignment, illu-
mination difference and moving objects, visible seams can
occur in overlap region (OR). Image stitching algorithms
blend images in a seamless manner. To this, the variation in
exposure and the existence of moving objects in OR between
images should be examined and corrected [2—-12].

In this paper, a new seam estimation method is introduced
to find the optimal seam. FARSE uses linear search between
values in two weighted matrices. These are calculated based
on image differences in RGB and gradient domain. Gray-
weighted distances are calculated in gradient domain, so the
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estimated seam is scale-invariant and same seam could be
calculated by downscaling.

The paper was structured as follows. In Sect. 2, the previ-
ous works were briefly described. Section 3 mainly reports
the main steps of the proposed method. Section 4 illustrates
registration method, and Sect. 5 depicts seam estimation
algorithm. In Sect. 6, the results of the proposed method
are compared with the other methods and finally the paper is
concluded.

2 Related Work

There are numerous research literature and several commer-
cial applications about the image stitching [1-12,42-44].
Image stitching algorithms blend the images in a seamless
manner, so the variation in exposure and the existence of
moving objects in OR should be examined and corrected.

The simplest way to minimize visible seams is smoothing
the OR between the images. Feathering and center-weighting
or alpha blending approaches [13-21] take a simple or
weighted average value at each pixel, heavy weight pixels
near image center and down weight pixels near the edge.
Also taking a median filter can remove visible movement in
OR [13].

These methods do not work very well, because illumina-
tion differences, misalignment, blurring, and ghosting are
visible. Weighted averaging with a distance map is often
called feathering [1]. Some methods select pixels values in
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OR from images by increasing distance map values [22,23].
These methods decide which pixels from which images will
be shown in a panoramic image. However, some artifacts can
occur (Fig. 16e). Other approaches define a seam between
regions where intensity difference between the images in OR
is minimum. Some methods used dynamic programming and
search to find seam by starting from one edge to another in OR
[4,24]. Uyttendaele et al. [19] defined region of difference in
OR where the images are dissident and then a graph is con-
structed with the region of differences. In this graph, edges
indicate artifacts. So minimum vertices set could be removed
by weighted vertex cover algorithm (Fig. 16f) [25,27]. Agar-
walaetal. [14] proposed the interactive system that optimizes
the sum of two objective functions. The first function is the
image-objective that user selects it and indicates which pixels
produce the good result. The second function is the interac-
tion penalty that shows seam cost of placing a seam between
pixels. Different optimization methods have been developed
to minimize the sum of the two objective functions, including
simulated annealing, graph cuts, and so on [26-28].

A lot of optimal seam finding methods were introduced
[14,27-33] which used various seam cost and minimized it by
graph cut algorithm. Kwatra et al. [29] used the Euclidean
metric color difference in energy function while Agarwala
et al. [14] used gradient difference in their energy function.
Zhang et al. [33] proposed a new method to eliminate mis-
aligned areas with similar colors by combining alignment
errors and a Gaussian-metric color difference.

Some recent methods combined homography warp with
minimum seam cost, which improves warping to find best
images alignment [34-36]. Li et al. [37] proposed a new
method based on energy minimization in the seam estima-
tion. They considered nonlinearity and the nonuniformity of
human perception in energy minimization, so the estimated
seam is not visible in OR.

3 Overview of the Proposed Method

As shown in Fig.1, the proposed system takes input images
and the SIFT [38] is used to find image features and nearest
neighbor distance is applied to match them. Then, outlier
features are removed, and best homography matrix between
the pair images is found by RANSAC [39] algorithm.

Once the images are registered, in order to de-ghosting in
OR, the optimal seam is estimated. Two weighted matrices
are calculated, namely cost and value matrices, to find an
optimal seam. The cost matrix specifies the pixels in which
the optimal seam can be selected (candidate pixels), and value
matrix specifies which pixel can be selected from candidate
pixels.

At the end of the process, two images have been mapped
to a final composite surface by the estimated seam.
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Fig.1 An overview of the stitching process

4 Image registration

In the first step of the panoramic image creation, the corre-
spondence relationships among images with varying degrees
of overlap should be discovered. To this, at the first step, dis-
tinctive features are extracted from images and are matched
to establish a global correspondence, and then the geometric
transformation between the images is estimated.

4.1 Feature extraction and matching

To extract key points from images, the SIFT [38] feature is
used. These feature points are invariant to image rotation and
scale changes and are applied to provide a robust matching.

Nearest neighbor is used to match features, and ambiguous
matches are rejected. A match is considered ambiguous when
it is not significantly better than the second-best match. In
Fig. 2, extracted SIFT [38] features from two images with
OR are shown, (a) is all extracted features and (b) is matched
features.

4.2 Homography matrix

After finding image features and matching them, the trans-
formation matrix between pair images is computed. But the
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Fig. 4 a, b Images with OR [45]. ¢, d Overlap regions. e Calculated
mask (images differences)

all matched features are not inlier, so inlier matched features
should be selected to find the best motion parameters between
pair images. To this, the best consistent set of matches under a
projective transformation is founded by RANSAC [39]. Ran-
dom sample consensus (RANSAC) uses a set of randomly
selected samples to estimate the best image transformation

a

Fig.5 a Grimg.b GrDist [a gray-weighted distance of any points from
point (x, y)]

Fig.6 a Smoothed GrDist in the 3-D surface. b Estimated seam

parameters by the direct linear transformation (DLT) method
[40].

5 Stitching

To address the problems, such as blurring or ghosting, scene
movement, and varying image exposures, stitching algorithm
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Fig.7 a Estimated seam. b Value matrix

path=[]
while true
NextPointl = calculate next point from path[last point]
if NextPointl is destination point
path = path + NextPoint1
break
NextPoint2 = calculate next point from NextPointl

if NextPoint2 is neighbor of path[last added point]
path = path+ NextPoint2
else
path= path+ NextPoint1+ NextPoint2
if path[ last point | is destination point
break
End

Fig.8 Pseudo-code of the proposed seam estimation method

is applied. So after finding the images correspondences,
image stitching algorithms blend the images in a seamless
manner.

5.1 Seam estimation

Once the registration parameters are calculated, we need
to decide which pixels and from which images should be
selected to put in the final stitched image, and how to com-
bine these pixels to minimize visible seams and ghosting. An
effective method is to put the seams in areas where the images
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Fig. 10 Removing extra path

Fig. 11 Stitched image and estimated seam between them without
blending

are similar so that transitions from one source to another are
not visible [1].

In order to use all information about the images in the final
stitched image, seam must be passed through the intersection
of the images (Fig. 3).

Calculate GrDist and Value matrix The problem at hand is
the search in the space of all the possible paths from one inter-
section point to another in the OR. If we consider the search
space as a matrix, then finding the path between points is dif-
ficult, because there exist areas which the seam cannot cross.
To simplify the procedure, the distances of all the OR points
from one of the intersection points are calculated. These cal-
culated distances are stored in a matrix (GrDist), which is the
same size as the OR matrix. While the GrDist demonstrates
how to move to the intersection points from another point,
another matrix (Value) is needed to show the cost of crossing
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Fig. 12 Estimated seam by proposed method in different downscaling

from points. The following is the description of the proposed
method to calculate GrDist and Value matrices.

Eq. (1) is used to determine points which cannot be
selected in the seam

mean (max (ImgDif,.)) + mean (min (ImgDif,
ey — s D) 4 i )

mean (max (IngifC)) + mean (min (IngifC))
meanc(RGB) = 2

Thrrgp = (mean,rGp) + meancrGp)) /2

mask = 1 Iflng.lfRGB > ThrRGB (1)
0 otherwise

where ImgDif is absolute differences of images in OR,
max (Ingifr), max (IngifC), min (Ingifr), and min
(IngifC) are maximum and minimum values in the row

(subscript r) and column (subscript ¢) of image differences,
respectively. The mean is the average and mean; rgp) are
the average in each separated R, G, and B spectrum. Thrrgp
is the maximum value in OR, and mask is the image differ-
ences specifying the points which cannot be selected as seam
(Fig. 4e).

To determine GrDist matrix, the geodesic time between
points in a gray-scale image is used that was proposed by
Soille [41]. To increase moving domain between points in
OR, City Block distance is used. The City Block distance
between points (x1, y;) and (x2, y,) is [x1 — x2|+|y; — y5|-
One of the parameters of the graydist function is a gray image
(Grlmg), which is calculated using Eq. (2). Figure 5a depicts
the calculated Grimg.

Grimg = abs (grlmgl - grlmgz) + mask
GrDist = graydist (Grlmg, x, v, cityblock/) , 2

where grimg; is image gradient and x and y are the coordi-
nates of one of the intersecting points in OR. The graydist
function calculates gray-weighted distance from pixel (x, y)
(Figs. 5b, 6).

By using GrDist matrix, we can move toward the (x, y)
point. However, among all the possible points to move
toward, the point which has the lowest cost should be
selected. This cost is determined by Value matrix. To cal-
culate Value matrix, Eq. (3) is used:

ImgDif = abs (Imgl — Imgz)
Value = (Ingifmaxj + Ingifmaxz) /2 3)

Fig. 13 Seam estimation using, a Panorama Maker, b ICE and ¢ proposed methods
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Fig. 14 Stitched images by, a [35], b [36], ¢ proposed method without blending, and faulty regions are separated with yellow rectangles

where Img; are the images with OR and ImgDif is the abso-
lute value of the images difference in RGB domain, and
ImgDif,, .. and ImgDif,, .., are matrices maximum values
and middle values between R, G, and B domain, respectively.
Value matrix and estimated seam are shown in Fig. 7.

Search to find seam Fig. 8 shows the pseudo-code of the
search algorithm to find the optimal seam in OR.

In order to determine the path from one point to another,
the neighboring points are selected in GrDist matrix which
their values are less than the center point (Fig. 9a), and among
these selected points, the point which has the lowest value
in Value matrix will be selected as the next point (Fig. 9c).
The value less than the center point value always exists so
the new point will be selected in each iteration.

In each iteration of the pseudo-code, two points along
the path are determined so that the existing extra path (if
available) gets eliminated (Fig. 10).

Proposed method is linear search, so in the worst case,
search time is O(max(m, n)) in the OR with m x n size, the

=== Scale 0.5 — — Scale 0.75 —— Original

Image number

Fig. 15 Elapsed time to find the seam on images with different scale

@ Springer

average time is O(5 x max(m, n)), because the probability
of each point selection is 1/5 (Fig. 9a). Since the proposed
method is the scale-invariant, the algorithm can be used in
downscale and after seam estimation, it is possible to resize
the estimated seam.

The result of seam estimation method is shown in Fig. 11.

5.2 Scale variation in seam estimation

Value is calculated based on images differences in RGB
domain, and Grlmg is calculated based on gradient domain
and is used to calculate the geodesic time between points
(Figs. 5 b, 6) in OR; therefore, estimated seam is invariant
to different scales. As is shown in Fig. 12, estimated seams
from images (Fig. 2a, b) in various downscaling are similar,
so proposed algorithm can be used in downscale to reduce
search domain and elapsed time.

6 Evaluation

The proposed algorithm has been tested by various pair
images with different illumination and moving objects and
has been compared with preexisting solutions from both the
commercial field and the research literature.

Image datasets from Visualize Web site [45] were used to
evaluate the proposed method.

Many applications were proposed for image alignment
and stitching, but we had compared the proposed method
with two best methods, Panorama Maker [43] and ICE [44].
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Fig. 16 Final composites computed by a variety of algorithms: a aver-
age. b median. ¢ feathered average. d p-norm p = 10. e Vornoi. f
weighted ROD vertex cover with feathering. g graph cut seams with

In Fig. 13, results of three methods are shown and faulty
regions are separated with yellow circles.

The proposed method was tested on datasets from [35].
In most cases, our result was comparable with two methods
that introduced by Zhang and Liu [35] and Lin et al. [36].
Figure 14 shows results of the three mentioned methods.

Poisson blending. h and pyramid blending [1]. i images boundary and
estimated seams from proposed method. j stitched images with out
blending

Also, FARSE has been tested on pair images [36,45]
with downscaling. Experiments showed that estimated seams
were found in downscaling until 0.5 times of original sizes
of images and were similar to the seams that were found for
images in the original scale (Fig. 12). Also elapsed times to
find the seams in different scales were shown in Fig. 15.
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FARSE - - SEGUALL
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Fig. 17 Quality of estimated seam by FARSE and SEGUALL [36]

Figure 16 shows final composites computed by a variety
of algorithms [1]. The results clearly show that FARSE is
able to find a good seam and reduce artifacts in OR.

7 Discussion and Conclusion

In this paper, simple implementation of seam finding was
introduced that is robust to deal with large exposure differ-
ences and ghosting, by defining two matrices, namely value
and cost matrices, and using a simple search to estimate the
optimal seam in OR.

There are a lot of paths between the intersection points
(Fig. 3) in the OR that they could be selected as an opti-
mal seam. Proposed method tries to eliminate misalignment
regions, and it selects one of them as an optimal seam.

Experiments show that FARSE can select a good seam in
pair images with many moving objects and create a unique
composite surface.

Figure 17 shows the qualities of seams that have been
calculated by the proposed function in SEAGULL [36].
In SEAGULL, structure-preserving warp was used for
images alignment, so structures had been matched closely
to another in OR. In some cases that images have large
parallax, using homography matrix to align the images
may cause many mismatches. Although FARSE had used
global homography matrix to images alignment, it can
be seen in Fig. 17 that the quality of estimated seam is
good.

Seam estimation methods are sensitive to the quality
of images alignment. In the future, we will use warping
methods for images alignment besides the proposed seam
estimation method (FARSE). Also, it might be possible
to remove value matrix and just compute gray-weighted
distance for needed pixels instead of computing all in
OR.
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