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Abstract
Infrared spectrum-based human recognition systems offer straightforward and robust solutions for achieving an excellent
performance in uncontrolled illumination. In this paper, a human thermal face recognition model is proposed. The model
consists of four main steps. Firstly, the grey wolf optimization algorithm is used to find optimal superpixel parameters
of the quick-shift segmentation method. Then, segmentation-based fractal texture analysis algorithm is used for extracting
features and the rough set-based methods are used to select the most discriminative features. Finally, the AdaBoost classifier
is employed for the classification process. For evaluating our proposed approach, thermal images from the Terravic Facial
infrared dataset were used. The experimental results showed that the proposed approach achieved (1) reasonable segmentation
results for the indoor and outdoor thermal images, (2) accuracy of the segmented images better than the non-segmented ones,
and (3) the entropy-based feature selection method obtained the best classification accuracy. Generally, the classification
accuracy of the proposed model reached to 99% which is better than some of the related work with around 5%.

Keywords Feature selection (FS) · Rough set · Grey wolf optimization (GWO) · Thermal face image

1 Introduction

Biometric characteristics of a person are crucial for iden-
tification and verification. Face recognition is the most
appealing modality for human identification. Unlike the fin-
gerprint, face recognition, which is non-invasive, passive and
straightforward biometric solutions, has been widely used
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in biometric technologies such as passports utilization and
driver licenses. Recently, most studies of face recognition
approaches make use of visual images [1]. However, they
are not accurate enough in uncontrolled environments [2].

Different imaging modalities, including infrared (IR)
imaging sensor, could be used to implement face recognition
models [2]. The main idea of thermal imaging is that accord-
ing to an object’s temperature and characteristics, each object
emits infrared energy different than other objects. Thus, each
object has a different thermal signature. This signature is
primarily derived from the pattern of the superficial blood
vessels existed under the facial skin. The thermal image is
unique for each person since the vein and tissue structure of
each face are unique [3].

Recently, thermal face images have been used in face
recognition. For example, in [4], an approach based on
Haar Wavelet transform and LBP feature extraction meth-
ods, as well as principal component analysis (PCA) for
dimensionality reduction, was proposed. The experiments
proved that using minimum distance and artificial neu-
ral networks (ANNs) classifiers the obtained results were
94.11 and 92.15%, respectively, using the Terravic Facial
IR Dataset. Also, Seal et al. [5] proposed an approach used
discrete wavelet transform (DWT) for feature extraction and
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dimensionality reduction. The experiments using their pri-
vate database showed that the recognition rate was 95%.
However, using Terravic Facial IR dataset achieved a recog-
nition rate of 93%. Gaber et al. proposed a human thermal
face recognition model which used the segmentation-based
fractal texture analysis (SFTA) algorithm to extract texture
features and then the Random Linear Oracle ensembles to
identify the human face after applying two different dimen-
sionality reduction techniques, namely linear discriminant
analysis (LDA) [6] and PCA [7]. The experimental results
proved that LDA-based approach was more efficient than
PCA-based one and the best accuracy rate achieved was
94.12% using the Terravic Facial IR dataset [8].

Computational cost is one of the important factors in the
success of any face recognition system.Asuperpixelsmethod
with optimizing its parameter using an optimization tech-
nique, such as grey wolf optimization (GWO) algorithm,
should promote the computational cost as it minimizes an
enormous number of pixels. Superpixels can be generated
by many methods such as quick-shift [9], which can be con-
trolled by the parameters of Ratio, Kernel Size andDistance.

In this paper, a human thermal face recognition model is
proposed. This model consists of four main steps. Firstly,
the GWO algorithm was employed for finding the optimal
superpixelization parameters of the quick-shift segmenta-
tion method used for extracting superpixels of the thermal
face. Secondly, the SFTA algorithm was used for extract-
ing face features. Thirdly, rough set-based methods were
utilized to select the most discriminative features. Fourthly,
the AdaBoost classifier was employed to match the features
of the training patterns and the unknown pattern. Terravic
Facial IR dataset thermal images were used to evaluate the
proposed approach.

The next sections are presented as follow: Sect. 2 gives
the theoretical background. Section 3 presents the proposed
thermal face recognition model. Section 4 shows the exper-
imental results. Finally, Sect. 5 shows the conclusions and
discussion.

2 Preliminaries

2.1 Quick-shift method

The method of quick-shift is used for extracting superpixels
from a thermal face image [10]. The characteristics of super-
pixels depend on the ratio, kernel size andmaximumdistance
parameters. The ratio indicates the trade-off between spatial
and intensity consistency,whereas the kernel size controls the
scale to estimate the density. The last parameter represents the
maximum distance between pixels. The quick-shift’s param-
eters should be optimized to produce useful face extraction
from thermal images. Hand segmentation of a few images

can help to find the parameters’ values that show a good
segmentation result [9].

2.2 Grey wolf optimization

Grey wolf optimization (GWO) algorithm simulates the
movements of the wolves when they search for food and
avoiding their enemies. The grey wolves live in packs or
groups. Each pack contains four different categories [11].
The alpha (α) or leaders are responsible for making deci-
sions in the pack. The beta wolves (β) help the alpha wolves
in decision making or any other activities in the pack. They
are the best candidates to be the next alpha wolves. the delta
wolves (δ) have to submit to α and β wolves. The omega
wolves (ω) have to submit to the other dominant wolves
[11,12].

Mathematically, in GWO algorithm, the fittest solution is
known as alpha (α). Beta (β) and delta (δ) are the second
and third best solutions, respectively. The other solutions are
supposed to be omega (ω). During the hunting process, grey
wolves encircle the prey and the α, β and δ wolves guide
other wolves, while ω wolves follow the three candidates as
denoted in Eq. (1).

−→
G (t + 1) = −→

G p(t)−−→
A .

−→
D ,

−→
D = |−→C .

−→
G p(t) − −→

G (t)|
(1)

where t is the current iteration,
−→
A and

−→
C are coefficient vec-

tors,
−→
G p is the position of prey, and

−→
G is the position of grey

wolf. The vector
−→
A is defined as,

−→
A = 2−→a .

−→r1 −−→a and
−→
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vector is given by,
−→
C = 2−→r2 , where the components of −→a

are decreasing linearly from 2 to 0 over the course of itera-
tions, and r1andr2 are vectors with random values in [0,1].
Hence, −→a is the updating or control parameter of the GWO
algorithm that controls the trade-off between exploration and
exploitation [11]. The values of a are calculated as follows,−→a = 2 − t .(2/Maxiter ), where Maxiter is the maximum
iteration number allowed for the optimization. The best solu-
tions, α, β and δ, guide the other search agents (including ω)
to change their positions as denoted in Eqs. (2, 3 and 4).
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2.3 Segmentation-based fractal texture analysis
(SFTA)

SFTA is one of the methods that are used to extract features
from grayscale images. SFTA consists of two steps. First, an
input grayscale image, I , is decomposed or divided into a set
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of binary images using multi-level threshold algorithm, such
as Two-Threshold Binary Decomposition method. Second,
three features, namely fractal dimension, mean, and size, are
extracted from each binary image region’s boundary [13].

In the first step, the input grayscale image (I ) is decom-
posed into a set of binary images (Ibi, i = 1, 2, . . . , nt ),
where nt represents the total number of thresholds or levels.
The threshold values are computed using Otsu’s algorithm
(more details about Otsu’s algorithm are in [14]). The input
image is then decomposed into a set of binary images (Ib)
by applying two-threshold segmentationmethod. The goal of
the second step is to extract features from the region’s bound-
ary of the binary images that are calculated in the first step.
The SFTA feature vector contains the fractal dimension that
represents the complexity of the object’s boundary, mean and
size, which are computed from the region’s boundary of each
binary image. Hence, the length of the SFTA feature vector
is proportional to the value of the threshold parameter, which
is a user-defined parameter [13].

2.4 Rough set

In data analysis, rough set method is used for calculating
the dependencies between features. Let P, Q ⊆ A, and P
depends totally on, i.e., Q (Q ⇒ P). This means that the
features from P are determined by the features from Q.
The degree of dependency k(0 ≤ k ≤ 1) is given by k =
γ (Q) = |POSP (Q)|

|U | , where |U | denoted the cardinality of the
universeU which consists of a non-emptyfinite set of objects,
POSP (Q) = ⋃

x∈U/Q PX is the positive region of the rela-
tion U/Q with respect to P , PX = {x ∈ U |[x]P ⊆ X}
is the lower approximation where X ⊆ U and k = γ (Q)

represents the dependency between condition features and
decision feature. The value of k is (1) one when P depends
totally on Q, (2) zero when P does not depend on Q and (3)
0 ≤ k ≤ 1 when P depends partially on Q. The quality of
approximation of classification is measured by the degree of
dependency [15].

In rough set methods, the main goal is to find the minimal
subset of features (R), i.e., reduct, that achieved classification
performance approximately the same as the original features
(C). This can be achieved by finding a reduct that achieves
the smallest cardinality [15].

3 Proposed thermal face recognitionmodel

3.1 Segmentation phase

In this phase, a modified version of our method [9] was
used to extract a human face from its thermal image. In this
version, the segmentation method is based on the superpix-
els (quick-shift) and the GWO algorithm. Firstly, the model

selects a thermal face image Ii for the i th input image from
total number of images N in a group for i = 1, 2, 3, . . . , N .
The GWO algorithm is then used to search for best solu-
tions, i.e., best values for quick-shift parameters (Ratio,
KernalSi ze and MaxDist). The quick-shift method is
then applied with its automatically predetermined parame-
ters to produce the superpixels. The superpixels image is
then thresholded using the Otsu’s method, where each super-
pixels image based on the optimum threshold is converted to
a binary image Ib. Finally, we extract the pixel values from
the relevant original thermal image. Based on GWO and the
superpixels with automatic thresholding, the best results can
be achieved by extracting faces from thermal images. Figure
1 shows the steps of the segmentation phase. More details
about this phase are given below.

3.1.1 Representation of position

The positions of all grey wolves’ were initialized randomly,
where the position of each wolf represents the values of the
parameters of the quick-shift method, and the positions are
changed iteratively until it reaches near the optimal solu-
tion. The lower boundaries of the Ratio, KernalSi ze and
MaxDist parameters were 0.2, 2 and 4 respectively, while
the upper boundaries were 0.8, 12 and 20, respectively. The
Otsu’s thresholding method is then used to find the optimal
threshold. This threshold is used to generate a binary image Ib
from the superpixels image. Finally, the relevant pixel values,
from the original thermal image, are extracted or segmented
(ISeg) by multiplying the original image by the binary image.
After evaluating all grey wolves’ positions, the first, second
and third best positions are assigned to α, β and δ wolves,
respectively. The other positions are assigned to ω wolves.
The α, β and δ wolves guide the other wolves as in Eqs. (2, 3
and 4). The positions of wolves are changed iteratively until
the stopping criteria are met.

3.1.2 Fitness function

The fitness function of this algorithm is defined as follows,
MaxS

(
ISeg, (B(ISeg) × I )

)
, where MaxS is the maximum

similarity, and ISeg = B(S(I )) × I is a segmented image
with S(I ) as the superpixel generation of an image I and
B as the binary image generated from the superpixel image.
The similarity is equal to the ratio between the number of
similar pixels to the total number of pixels using the generated
images based on the population G1,G2, . . . ,GN .

3.2 Feature extraction phase

SFTA was utilized in this phase for extracting features from
all images, i.e., training and testing images. In the training
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Fig. 1 Block diagram of the
proposed segmentation method

phase, the features were represented by a feature matrix,
while in the testing phase, they are represented as a vector.

3.3 Feature selection phase

In this phase, a set of features were selected using rough
set-basedmethods which increase the classification accuracy
and reduce the classification time. To achieve this aim, the
training data are used as an input to rough set-based methods
to find the minimal feature subset. In our proposed model,
three different rough set-based methods are employed for
feature selection: (1) quick reduct feature selection (QRFS)

[15], discernibility matrix-based feature selection (DMFS)
[15] and entropy-based feature selection (EBFS) [15].

3.4 Classification phase

The AdaBoost classifier was employed for classification in
this phase. The aim of AdaBoost classifier is to combine the
outputs of a number of simple classifiers or weak learners
such as decision trees and neural networks. AdaBoost has
two main parameters: (1) the number of iterations (T ) and
(2) the weights of the training patterns (w) that are initialized
to be equal.
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In AdaBoost, the simple classifiers are used to train the
model using the training patterns; this is called training step.
In this step, the parameters of AdaBoost are first initial-
ized. For each iteration (t), some of the training patterns are
selected based on the weights,wt , of these patterns to form a
distribution (Dt ). The selected patterns are then used to train
the current simple classifier (Ct ). The error rate εt of Ct is
then calculated as follows, εt = ∑N

j=1 wt
j l
t
j , where N rep-

resents the total number of training patterns, ltj = 1 if Ct is
misclassified x j ; otherwise, ltj = 0, x j is the j th pattern. If
εt ≥ 0.5, the weights are reinitialized again to be equal. The
weight of the current weak learner (αt ) is then calculated as
follows, αt = εt/(1 − εt ). The weights of the training pat-
terns are then updated to be used in the next iteration. In the
testing step, to classify an unknown pattern, xtest, the outputs
of all weak learners are aggregated using the weighted voting
method to estimate the final decision [16].

In this phase, the selected features of the training sam-
ples were used to train the AdaBoost classifier. The class of
an unknown image was determined using the weak learners
that were trained in the training step. The weighted voting
method is then used to calculate the weight of each class, and
assign the class with the maximum weight to the unknown
image.

4 Experimental results and discussion

4.1 Experimental setup

To evaluate proposedmodel, the Terravic Facial infrared (IR)
dataset [17] was used. The dataset contains 20 classes with
grayscale images (360 × 240) and each class represents a
single person. Each person has some images with various
variations (front, left, right; indoor/outdoor; glasses). This
work used 18 classes as the other two classes (the fifth and
sixth classes) were corrupted. For a fair comparison, the
experiments were conducted on a Core i5-2400 CPU@ 3.10
GHz PC with 4.00 GB. The implementation was compiled
using MATLAB R2012a (7.14) under Windows 10.

4.2 Experimental scenarios

In this section, five experiments were conducted to test the
proposed model. More details of each scenario are presented
in the next sections.

4.2.1 Segmentation experiment

In this experiment, the proposed segmentation method was
evaluated against indoor and outdoor thermal images. In the
GWO algorithm, the number of search agents, n, was ten and

Fig. 2 Sample of a thermal image (a indoor and c outdoor) and their
extracted/segmented face (right)

themaximum number of iterations, t , was 20. Figure 2 shows
the results for the eighth class. As shown, the proposed seg-
mentation method achieves reasonable results because the
difference between the face area and the other objects, e.g.
clothes, glass and other surroundings, is evident. This exper-
iment showed the robustness of the proposed segmentation
method for the indoor and outdoor thermal images.

4.2.2 Thermal face recognition using
segmented/non-segmented images

The aim of this experiment is to evaluate our proposed model
using segmented and non-segmented images. In this exper-
iment, different values of the threshold parameter, nt , were
used and the size of the AdaBoost classifier was three. More-
over, only ten images from each class were used to train the
model, while the rest of the images were used to test the
model. This is because increasing the number of training
images increased the computational and classification time.
For example, if we increased the number of training images
to 190 images for each class, then the number of features
will be 190 × 200 × 10 = 380000 features when only ten
features will be extracted from each image compared with
only 20000 features when ten images were used. Thus, more
classification time will be required which is not suitable for
real-time applications. Table 1 summarizes the results of this
experiment.

As shown in Table 1, the accuracy was increased when the
value of threshold parameter was increased until it reached
to a value (approximately 93%), after that value, the accu-
racy does not improve anymore. On the other hand, the CPU
time was increased without achieving noticeable progress in
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Table 1 Accuracy (Acc.) and CPU time of the proposed model using
segmented and non-segmented images

Threshold
parameter (nt )

Without segmentation With segmentation

Acc. (%) CPU time (s) Acc. (%) CPU time (s)

1 78.33 6.23 85.56 6.78

2 78.33 15.02 88.33 13.90

3 78.89 25.57 88.11 23.44

4 79.17 33.16 89.22 32.93

5 75.83 35.41 89.22 39.89

6 83.06 45.78 93.89 50.59

7 81.11 60.92 93.28 58.87

8 77.22 64.31 93.33 71.62

9 80.83 78.88 92.72 84.94

10 82.22 93.45 92.72 90.54

the accuracy. Secondly, the proposed model achieved bet-
ter accuracy results using the segmented images than using
non-segmented images. In addition, the best accuracy was
obtainedwhen the value of the threshold parameterwas equal
to or more than six. Thirdly, the CPU time was proportional
to the value of threshold parameter.

To conclude, the segmented images achieved accuracy
better than the non-segmented ones, and the best accuracy
was obtained when nt ≥ 6.

4.2.3 Feature selection experiment

Due to a high accuracy of the proposed model using
segmented images over non-segmented images, in this exper-
iment, the segmented images were used. The aim of this
experiment was to test whether applying rough set reduction
method could improve both of the identification accu-
racy and system performance. To achieve this aim, in this
experiment, three well-known rough set methods (QRFS,
DMFS and EBFS) were used to reduce the number of
features.

Table 2 summarizes the results of this experiment, and Fig.
3 shows the CPU time of the three feature selection meth-
ods. Moreover, a comparison between the accuracy obtained
using the original feature (with no reduction) and the features
that were selected using QRFS, DMFS and EBFS methods
is depicted in Fig. 4. A similar comparison was conducted
for the required CUP time in the same cases and it is given
in Fig. 5. From these two figures, it can be remarked that
EBFS-based feature reduction method is the best in terms of
the accuracy andCPU time.Moreover, Table 2 shows that the
three methods achieved high reduction rate while achieving
high accuracy rate too. Moreover, the reduction rates were
proportional to the number of features. For example, when
nt = 1 the number of features was six and the reduction

Table 2 The number of selected features and reduction rate [# features
(reduction rate)] of QRFS, EBFS and DMFS methods

Threshold
parameter (nt )

QRFS EBFS DMFS

1 6 (0%) 6 (0%) 6 (0%)

2 7 (41.67%) 12 (0%) 6 (50%)

3 7 (61.11%) 8 (55.56%) 7 (61.11%)

4 7 (70.83%) 8 (66.67%) 9 (62.5%)

5 6 (80%) 8 (73.33%) 8 (73.33%)

6 6 (83.33%) 6 (83.33%) 8 (77.78%)

7 6 (85.71%) 6 (85.71%) 8 (80.95%)

8 6 (87.5%) 6 (87.5%) 8 (83.34%)

9 6 (88.89%) 6 (88.89%) 8 (85.19%)

10 6 (90.00%) 6 (90.00%) 8 (86.67%)
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Fig. 3 CPU time of the three rough set-based feature selectionmethods,
i.e., QRFS, EBFS and DMFS

1 2 3 4 5 6 7 8 9 10
84

85

86

87

88

89

90

91

92

93

94

Threshold Parameter

A
cc

ur
ac

y 
(%

)

 

 

Original
DMFS
QRFS
EBFS

Fig. 4 Accuracy of the proposed model using the original and selected
features

rate was 0%. On the contrary, when nt = 10 the number of
features was 60 and the reduction rate ranged from 86.67 to
90%.
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Fig. 5 A comparison between QRFS, EBFS, DMFS and the original
features in terms of classification time

As shown in Fig. 3, the CPU time of the two fea-
ture selection methods (QRFS and EBFS) was much lower
than DMFS method since the DMFS method complexity is
O((N + logM)M2), where N indicates the number of fea-
tures and M is the number of samples. Therefore, the time
required for calculating the discernibilitymatrixwas increas-
ing exponentially with increasing number of patterns in the
dataset. On the contrary, the complexity of EBFS and QRFS
are O(NM2) + O(M3) and O(MN 2), respectively [15].
Hence, the required computational time for both QRFS and
EBFS methods is lower than DMFS.

Figure 4 shows that the rough set-based feature selection
methods achieved accuracy relatively equal to the accuracy
of the original features. Additionally, EBFS obtained the best
accuracy. Regarding the computational time, Fig. 5 shows a
significant difference between the classification time of the
selected and original features. This is because the number of
the selected features was much smaller than the number of
original features.

To conclude, rough set-based feature selection methods
removed irrelevant features and, hence, reduced the classi-
fication time than the original features. Moreover, in EBFS
method, the selected features obtained accuracy relatively
equal to the accuracy of the original features.

4.2.4 Ensemble size experiment

The aim of this experiment was to test whether the size of
the AdaBoost classifier could affect the accuracy of the clas-
sification and (2) the required CPU time. In this experiment,
the proposed model was evaluated using four different sizes
of the AdaBoost classifier (L = 3, L = 13, L = 23 and
L = 33). The selected features using the rough set-based
methods were used to train AdaBoost classifier. In addition,
different values of threshold parameters were used (nt = 4

(a)

(b)

Fig. 6 A comparison between QRFS, EBFS and DMFS methods in
terms of classification accuracy using different ensemble sizes (L) and
two different threshold values

and nt = 7). The results of this experiment are shown in
Figs. 6 and 7.

FromFigs. 6 and 7, two remarks can be concluded. Firstly,
the accuracy increased when the ensemble size increased
until it reached to a value, after that value, the accuracy
does not improve anymore. As shown in Fig. 6, the accuracy
remains constant when the ensemble size became greater
than or equal to 23. This is because a large number of weak
learners may maintain a constant and small training error,
and this may lead to the overfitting problem and more com-
plex model. Secondly, the CPU time also increased when the
ensemble size increased too. This is because increasing the
number of weak learners led to an increase in the CPU time
that is required to train the AdaBoost model.

4.2.5 Different numbers of training images

The aim of this experiment is to evaluate the influence of
the number of training images on the proposed model. The
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(a)

(b)

Fig. 7 A comparison between QRFS, EBFS and DMFS methods in
terms of classification time using different ensemble sizes (L) and two
different threshold values

number of training images was ranged from 10 to 25, the
range of values of threshold parameter was from six to ten,
the number of weak learners was 13, and the features that
were selected using EBFS method were used. The results
obtained from this experiment are presented in Fig. 8.

As shown in Fig. 8a, it can be remarked that the accuracy
was proportional to the number of training images. This is
because a small number of training samples makes themodel
more sensitive to small variations in training samples, i.e.,
high variance. From the results in Fig. 8b, it is apparent that
increasing the number of training images increased the CPU
time.

Compared with some of the related work which used Ter-
ravic dataset, our proposedmodel achieved promising results
(approximately 99%) while the model that were proposed in
[4,5] and [8] achieved 92.2–94.1, 93 and 94.1%, respectively.
This achievement was obtained due to: (1) the proposed seg-
mentation method, which extracts only the face and removes
the background or any other noise, (2) using SFTA algorithm
which extracts discriminative features, (3) using the rough

(a)

(b)

Fig. 8 Accuracy and CPU time of the proposed model using different
number of training images

set-based feature selection methods which remove the irrele-
vant features and improve the classification accuracy and (4)
using the AdaBoost classifier which increases the weight of
critical samples and hence improves the classification per-
formance.

5 Conclusions and future work

This paper proposed a face recognition model using thermal
face images. The model has four phases: (1) face seg-
mentation using both of quick-shift and GWO method, (2)
features extraction using SFTA method, (3) feature selec-
tion using different Rough set-based methods, i.e., QRFS,
DMFS and EBFS, and (4) classification/identification using
the AdaBoost classifier. Many experiments were conducted
to evaluate the proposed model (i) using segmented and non-
segmented images; (ii) using the original and the selected
features; (iii) using different sizes of theAdaBoost ensemble;
(iv) using different numbers of training images. Experi-
mental results proved a competitive performance of the
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proposed model using the segmented images used our pro-
posed segmentation method. Using the segmented images,
the accuracy was ranged from 85 to 92%, while the results
of the non-segmented images were ranged from 78 to 82%.
This reflects how the segmentation phase is important for
our model. Moreover, EBFS method reduced the number of
features (with 90% reduction rate) and achieved accuracy
better than the original features, and hence it reduces the
classification time. Additionally, the EBFS method obtained
results better than QRFS and DMFS. Also, our experiments
proved that the performance of the proposed model propor-
tional with the number of training images and the size of
the AdaBoost ensemble. However, increasing the size of
AdaBoost increases the complexity of the model and may
lead to an overfitting problem. The best accuracy achieved
was about 99%; when the segmented images were used, the
threshold parameter was 7, 25 images were used to train the
model, and 23weak learners were used in the AdaBoost clas-
sifier.

Several directions for future studies can be suggested.
First, for higher-dimensional datasets, to speed up the com-
putation, parallel algorithms can be employed. Second, try
other optimization methods to explore the effectiveness of
the proposed model for detecting object(s) in different ther-
mal datasets such as TerravicWeapon IR dataset and Terravic
Motion IR dataset.

References

1. Tharwat, A., Ghanem, A.M., Hassanien, A.E.: Three different clas-
sifiers for facial age estimation based on k-nearest neighbor. In: 9th
International Conference on Computer Engineering (ICENCO),
pp. 55–60. IEEE (2013)

2. Ding, C., Tao, D.: A comprehensive survey on pose-invariant face
recognition. ACM Trans. Intelli. Syst. Technol. 7(3), 37 (2016)

3. Zaeri, N., Baker, F., Dib, R.: Thermal face recognition using
moments invariants. Int. J. Signal Process. Syst. 3(2), 94–99 (2015)

4. Debotosh Bhattacharjee, Ayan Seal, S.G.M.N., Basu, D.K.: Com-
parative study of human thermal face recognition based on Haar
wavelet transform and local binary pattern. Comput. Intell. Neu-
rosci. 2012(6), 1–12 (2012)

5. Seal, A., Ganguly, S., Bhattacharjee, D., Nasipuri, M., Basu, D.K.:
Thermal human face recognition based on haar wavelet transform
and series matching technique. In: Swamy, P.P., Guru, D.S. (eds.)
Multimedia Processing, Communication and Computing Applica-
tions, Lecture Notes in Electrical Engineering 213, pp. 155–167.
Springer, Berlin (2013)

6. Tharwat, A., Gaber, T., Ibrahim, A., Hassanien, A.E.: Linear
discriminant analysis: a detailed tutorial. AI Communications
(Preprint), pp. 1–22 (2017)

7. Tharwat, A.: Principal component analysis-a tutorial. Int. J. Appl.
Pattern Recognit. 3(3), 197–240 (2016)

8. Gaber, T., Tharwat, A., Ibrahim, A., Snáel, V., Hassanien, A.E.:
Human thermal face recognition based on random linear oracle
(RLO) ensembles. In: Proceedings of the International Conference
on Intelligent Networking and Collaborative Systems (INCOS),
pp. 91–98 (2015)

9. Ibrahim, A., Gaber, T., Horiuchi, T., Snasel, V., Hassanien, A.E.:
Human thermal face extraction based on superpixel technique. In:
Proceedings of the 1st International Conference onAdvanced Intel-
ligent System and Informatics (AISI2015), pp. 163–172. Springer
(2016)

10. Vedaldi, A., Soatto, S.: Quick shift and kernel methods for mode
seeking. In: Computer Vision-ECCV 2008, pp. 705–718. Springer
(2008)

11. Mirjalili, S., Mirjalili, S.M., Lewis, A.: Grey wolf optimizer. Adv.
Eng. Soft. 69, 46–61 (2014)

12. Tharwat, A., Elnaghi, B.E., Hassanien, A.E.: Meta-heuristic algo-
rithm inspired by grey wolves for solving function optimization
problems. In: International Conference on Advanced Intelligent
Systems and Informatics, pp. 480–490. Springer (2016)

13. Costa, A.F., Humpire-Mamani, G., Traina, A.J.M.: An efficient
algorithm for fractal analysis of textures. In: Proceedings of 25th

SIBGRAPI Conference on Graphics, Patterns and Images (SIB-
GRAPI), pp. 39–46. IEEE (2012)

14. Sezgin,M., Sankur, B.: Survey over image thresholding techniques
and quantitative performance evaluation. J. Electron. Imaging
13(1), 146–168 (2004)

15. Chen, Y., Zhu, Q., Xu, H.: Finding rough set reducts with fish
swarm algorithm. Knowl. Based Syst. 81, 22–29 (2015)

16. Gaber, T., Tharwat, A., Hassanien, A.E., Snasel, V.: Biometric cat-
tle identification approach based on Weber’s local descriptor and
adaboost classifier. Comput. Electron. Agric. 122, 55–66 (2016)

17. Miezianko, R.: Terravic research infrared database. In: IEEE
OTCBVS WS Series Bench. IEEE (2005)

123


	Optimized superpixel and AdaBoost classifier for human thermal face recognition
	Abstract
	1 Introduction
	2 Preliminaries
	2.1 Quick-shift method
	2.2 Grey wolf optimization
	2.3 Segmentation-based fractal texture analysis (SFTA)
	2.4 Rough set

	3 Proposed thermal face recognition model
	3.1 Segmentation phase
	3.1.1 Representation of position
	3.1.2 Fitness function

	3.2 Feature extraction phase
	3.3 Feature selection phase
	3.4 Classification phase

	4 Experimental results and discussion
	4.1 Experimental setup
	4.2 Experimental scenarios
	4.2.1 Segmentation experiment
	4.2.2 Thermal face recognition using segmented/non-segmented images
	4.2.3 Feature selection experiment
	4.2.4 Ensemble size experiment
	4.2.5 Different numbers of training images


	5 Conclusions and future work
	References




