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Abstract In this paper, a new robust mean shift tracker
is proposed by utilizing the joint color and texture his-
togram. The contribution of our work is to take local phase
quantization (LPQ) operator advantage of texture features
representation, and to combine it with a color histogram
mean shift tracking algorithm. The LPQ technique can be
applied to obtain the texture features which represent the
object. In texture classification, The LPQ operator is much
robust to blur than the well-known local binary pattern oper-
ator (LBP). Compared with traditional color histogrammean
shift algorithm which considers only color statistical infor-
mation of the object, the joint color-LPQ texture histogram is
more robust and overcome some difficulties of the traditional
color histogram mean shift algorithm. Comparative experi-
mental results on numerous challenging image sequences
show that the proposed algorithm obtains considerably
better performance than several state-of-the-art methods,
especially traditional mean shift tracker. The algorithm is
evaluated by numerical parameters: the center location and
the average overlap, it proved the tracking robustness in pres-
ence of similar target appearance and background, motion
blurring.
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1 Introduction

Object tracking is one of the most significant tasks in the
field of computer vision [1–3]. It is widely applied in mili-
tary and civil field such as surveillance, visual navigation [3]
and human–computer interaction [1], etc. Object tracking
purpose is to detect, extract, recognize, and track a moving
object, get its state parameters, and understand the behavior
of the object. Although many tracking algorithms [2] have
been developed in recent years, it remains a very challenging
problem due to factors such as illumination changes, occlu-
sion, background clutters, scale appearance change and fast
motions.

In the literature, several related surveys [1,4,5] of visual
object tracking have been made to investigate the state-of-
the-art tracking algorithms and their potential applications.
Recently, tracking algorithms can be generally categorized
into two main categories: generative tracking [2,6–9] and
discriminative tracking [10–15].

Visual tracking using multiple types of visual features
(intensity, color, spatio-temporal information, gradient and
texture, etc) has been proved as a robust approach because
features could complement each other [16]. In the literature,
many tracking algorithms [4,17–22] attempt to combinemul-
tiple features to increase the representation accuracy against
appearance variations and enhancing the discriminability
between the target and its background.

In this paper, we propose a new hybrid color-texture fea-
ture for tracking based mean shift algorithm, which is a
generative approach. Mean Shift is a good real-time per-
formance, simple calculation and it is insensitive to edge
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occlusion, rotation, deformation and background motion, as
it adopts kernel histogram to represent its object model [23].

The mean shift algorithm [24] is a fast adaptive track-
ing procedure that finds the maximum of the Bhattacharyya
coefficient given a target model and a starting region. This
algorithm based on the color histogram used to depict the
target region [25]. Color histogram estimates the point sam-
ple distribution to represent robustly the object appearance
[17]. However, the use of color histograms to model the tar-
get object only makes the mean shift algorithm incapable to
detect the spatial information which is lost and cannot dis-
tinguish between the target and the background, when the
target has similar appearance [17,26].

In order to overcome the disadvantages, multiple features
have been used in combination with color histogram [4,
27]. Recently, many researchers proposed various improved
methods [17,20,26,28] used the joint color-texture his-
togram. It is more reliable than using only color histogram in
tracking complex video scenes. The texture features intro-
duce new information that the color histogram does not
convey and reflect a stable spatial structure of the object,
usually not subject to the impact of light and background
color. The local binary pattern (LBP) method introduced by
Ojala et al. [29] is a very effective technique which describes
image texture features. In [17], Ning et al combined LBP
technique and the color histogram mean shift tracking algo-
rithm to construct a joint color-texture histogram algorithm.
The results obtained outperformed the traditional color based
method.

The LPQ operator presented in [30] uses a similar binary
encoding scheme as the LBPmethod, where the descriptor is
formed from a histogram of codewords computed for some
image region. The results obtained have already shown that
LPQ technique is insensitive to centrally symmetric blur that
includes linear motion, out of focus, and atmospheric tur-
bulence blur [31] and gave slightly better results for sharp
texture images [30] than the LBP method. Therefore, adopt-
ingLPQ technique combinedwith color histogrammean shift
algorithm for object tracking is a natural choice.

In this paper, we implement the LPQ to represent the tar-
get texture feature and then propose a joint color-texture
histogram method for a more distinctive and effective tar-
get representation in mean shift tracker. The LPQ is firstly
applied to represent the target texture features and then com-
binedwith colorHSV to formadistinctive and effective target
representation called joint color-LPQ histogram.

This paper is organized as follows. Section 2 proposes a
short description of the mean shift tracking algorithm. The
proposed joint color-LPQ texture histogram basedmean shift
tracker is described in Sect. 3. Section 4 gives the compar-
ative experimental results of the proposed tracker against
traditional mean shift tracker and several tracking methods.
Finally, Sect. 5 gives the conclusion of this work.

2 Mean shift algorithm

Mean shift is a nonparametric estimator of gradient density.
This algorithm calculates local maxima in any probability
distribution [2,3].

According to [2], in the first frame, we select a rectangular
region which contains the object. Let
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where δ is the Kronecker delta and C is a normalization
constant so that

∑m
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be the normalized pixel locations of the
target candidate, centered at location y in the current frame.
The target probability candidate corresponds to each feature,
u = 1, 2, . . .,m, can be expressed as:
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To measure the similarity between the target model and
the target candidate, mean shift uses the Bhattacharyya coef-
ficient as the similarity function, it is defined as:

ρ (y) ≡ ρ
[
p̂ (y) , q̂

] =
m∑

u=1

√
p̂u (y) q̂u (3)

The most probable location y of the target in the current
frame is obtained by maximizing the Bhattacharyya coef-
ficient ρ (y). In the iterative process, the estimated target
moves from y0 to a new position y1, which is defined as:

y1 =
∑nh

i=1 xiwi g
(∥∥ y0−xi

h

∥∥2
)
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where

wi =
m∑

u=1

√
q̂u

p̂u (y0)
δ [b (xi ) − u] , g (x) = −k′ (x) (5)

3 Proposed joint color-texture histogram for
tracking based mean shift algorithm

In thiswork,we propose a novel target representationmethod
by using the joint HSV color and LPQ texture features in
the mean shift framework. Mean shift algorithm has been
proved to be robust to partial occlusion, scale, rotation and
non-rigid deformation of the target [2]. However, using only
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color histogram in mean shift tracking has some problems
[17]. First, the spatial information of the target is lost. Second,
it caused object tracking inaccurately or fail easily when the
object color was close to background color or the motion fast
of the target or the camera (motion blur). To overcome the
limitation of color histogram mean shift tracker, we use the
HSVcolor space instead of theRGBcolor space, and theLPQ
texture features have been used in combination with color
histogram, which explores the blur invariant property and
the spatial information. The details of the proposed method
are explained in the following subsections.

3.1 LPQ texture features

The LPQ operator was proposed byOjansivu et al. for texture
description [30]. It was shown that the operator is robust
to blur and outperform the Local Binary Pattern operator
[29] in texture classification. LPQ utilizes the blur invariance
property of the Fourier phase spectrum [30]. It is based on the
quantized phase of the discrete Fourier transform computed
locally for small image patches [31].

The spatial blurring is represented by a convolution
between the image intensity and a point spread function
(PSF). In the Fourier domain, this corresponds to

G (u) = F (u) . H (u) (6)

where G(u), F(u), and H(u) are the discrete Fourier trans-
forms (DFT) of the blurred image, the original image, and
the PSF, respectively, and u is a vector of coordinates [u, v]T

in the frequency domain. The magnitude and phase can be
separated from:

|G(u)| = |F(u)|. |H(u)| and � G(u) = � F(u). � H(u)

(7)

The blur PSF is centrally symmetric, its Fourier transform H
is always real-valued, and as a consequence its phase is only
a two-valued function, given by:

� H (u) =
{
0 if H (u) ≥ 0
π if H (u) < 0

(8)

In the LPQ method, it is assumed that in the very-low fre-
quency band, the value of H (u) is positive with � H (u) = 0,
so the phase information of G (u) and F (u) is the same and
therefore a blur invariant representation can be obtained from
the phase.

� G (u) = � F (u) f or all � H (u) ≥ 0 (9)

In LPQ the phase is examined in local M-by-M neighbor-
hoods Nx (Nx is a window region ofM×M pixels associated

with x position) at each pixel position x of the image f (x).
These local spectra are computed using a short term Fourier
transform (STFT) defined by:

F (u, x) =
∑

y∈Nx

f (x − y) e− j2πuT y (10)

where x = {
x1,, x2, . . . , xN

}
consist of simply 1-D convolu-

tion for the rows and columns successively. The local Fourier
coefficients are computed at four frequency points u1 =
[a, 0]T, u2 = [0, a]T, u3 = [a, a]T and u4 = [a,−a]T ,
where a is a sufficiently small scalar to satisfy H (ui ) > 0.
For each pixel position, this results in a vector:

Fx = [F (u1, x) , F (u2, x) , F (u3, x) , F (u4, x)] (11)

The phase information in the Fourier coefficients is recorded
by observing the signs of the real and imaginary parts of
each component in Fx . This is done by using a simple scalar
quantizer:

q j =
{
1 if g j (x) ≥ 0
0 if otherwise

(12)

where g j (x) is the j th component of the vector Gx =
[Re {Fx } , Im {Fx }]. The resulting eight binary coefficients
q j (x) are represented as integer values between 0 and 255
using binary coding, given by:

fLPQ (x) =
8∑

j=1

q j (x) 2
j−1 (13)

As a result, we get the label image fLPQ whose values are
the blur invariant LPQ labels.

3.2 HSV color features

In the traditional mean shift tracking algorithm, the RGB
color histogram has been used to target representation. How-
ever, theRGBspace is not a perceptually uniformcolor space,
that is, the difference between the colors in the RGB space do
not correspond to the color differences perceived by humans.
Additionally, the RGB dimensions are highly correlated [1].
To improve the performance of the mean shift tracking algo-
rithm, we applied the HSV color histogram, which given
robust tracking to lighting conditions, becauseHSV (hue, sat-
uration and value) is an approximately uniform color space.

3.3 Tracking by mean shift with joint HSV color-LPQ
texture histogram

The process of the proposed joint color-LPQ texture
histogram based mean shift tracker is described in Fig. 1.
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Fig. 1 Flowchart of the joint color-LPQ texture basedmean shift track-
ing

Firstly, we calculate the LPQ feature of each pixel in the
target region for obtaining LPQ target region, whose value
is between 0 and 255. Then, we use the HSV channels and
the LPQ patterns to jointly represent the target by the color
and texture features, as shown in Fig. 2. To obtain the color
and texture distribution of target region, we use (Eq. 1) to
calculate the color and texture distribution of target model q,
in which m = NH × NS × Nv × NLPQ the number of joint
feature spaces. The three dimensions (i.e., 16 × 16 × 16)
represent the quantized bins of color HSV channels and the
fourth dimension (i.e., 16) is bins of the LPQ texture fea-
ture. The distribution color and texture of target model q has
four dimensions 4D (i.e., 16 × 16 × 16 × 16). Similarly,
the target candidate model p̂ (y) is calculated with (Eq. 2).
Figure 3 illustrates an example of the joint HSV color and
LPQ texture distribution of target model q in the features
uH = 3, uS = 2, uV = 4, uLPQ = 1.

RGB to Gray image and extract 
the LPQ image texture  

RGB to HSV color 

Joint HSV channels and LPQ patterns for 
represent the target 

Fig. 2 Block of the joint HSV color and LPQ texture features

4 Experimental results

In this section, we introduce the implementation details of
the proposed joint color-LPQ texture based mean shift track-
ing algorithm MSLPQ and mean shift tracking algorithm
MS and then report the experimental results by extensively
evaluating the proposed tracking methods MSLPQ and MS
on numerous video sequences including a comprehensive
tracking benchmark [32]. To evaluate the effectiveness of
the MSLPQ and MS, we implement it using HSV color
histogram, and we use image gray for extracted texture
feature with radius R = 8 for obtaining the LPQ image.
The iteration numbers of mean shift tracking equal to 20
and the position error threshold ζ equal to 0.5. The pro-
posed algorithms MSLPQ and MS are implemented by
using the Matlab software. We validate the effectiveness
of the proposed trackers by performing the experiments
on several sequences from the OTB [32] and VOT 2015
datasets. These sequences include motion blur (MB), occlu-
sion (OCC), background clutters (BC), deformation, fast
motion (FM), rotation (IPR, OPR), and illumination (IV) and
scale (SV) changes. Sequences Boy, BlurFace, David3, Blur-
Body, Human8, Lemming andBlurCar4 are fromOTB,Bolt2
is from VOT 2015. In the first frame, the target of interest
is selected manually. These sequences are publicly available
on thewebsites: http://www.visual-tracking.net, http://www.
votchallenge.net

4.1 Quantitative comparison

In this section, we quantitatively compare MSLPQ and MS
with four other popular algorithms: (1) the traditional mean
shift tracking (KMS) [2]; (2) multiple instance learning
(MIL) [13]; (3) Visual Tracking Decomposition (VTD) [9];
and (4) structured output tracking with kernels (Struck) [10].
We evaluate the performance of each tracker based on over-
lapping rate and center location error [32]. Center location
error indicates the euclidean distance between the center of
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Fig. 3 Example of joint HSV color-LPQ texture histogram to target representation in mean shift algorithm

Table 1 Average overlap and
center location error

Sequence KMS MIL VTD Struck MS MSLPQ

Boy 0.71/4.83 0.49/12.8 0.62/7.57 0.75/3.84 0.73/4.21 0.76/3.66

David3 0.65/9.61 0.53/29.6 0.40/66.7 0.29/106 0.67/11.8 0.72/9.23

BlurBody 0.62/27.3 0.03/206 0.23/146 0.72/13.9 0.64/22.8 0.69/13.3

BlurFace 0.70/14.5 0.27/71.9 0.41/40.6 0.46/42.3 0.78/9.97 0.76/11.2

Lemming 0.64/14.1 0.64/12.0 0.43/79.2 0.48/37.7 0.66/13.0 0.66/12.2

Human8 0.20/45.6 0.12/74.9 0.28/18.9 0.13/63.7 0.48/5.68 0.50/3.36

BlurCar4 0.70/21.8 0.06/197 0.07/185 0.84/4.89 0.67/25.0 0.73/18.2

Bolt2 0.40/39.9 0.68/7.39 0.50/17.1 0.22/86.4 0.71/6.85 0.69/7.49

Average 0.58/22.2 0.35/76.6 0.37/70.3 0.49/44.9 0.67/12.4 0.69/9.84

The bold number indicates the best performance, while italic indicates the second best

the bounding box around the tracked object and the ground
truth. We use the precision to measure the overall tracking
performance, which is defined as the percentage of frames
whose estimated location within the given threshold distance
of the ground truth. Usually, this threshold distance is set to
20 pixels [32,33].

Another evaluation is to compute the bounding box over-
lap S of rt and rg in each frame, where rt is the bounding
box outputted by a tracker and rg is the ground truth bound-
ing box. The bounding box overlap is defined as S =∣∣rt ∩ rg

∣∣ /
∣∣rt ∪ rg

∣∣ , where ∩ and ∪ denote the intersection
and union of two regions, respectively. In order to measure
the overall performance of a given image sequence, we count
the number of successful frames, whose overlap is larger than
the given threshold 0.5. The success plot shows the ratios of
successful frames at the thresholds varied from 0 to 1. We
use the area under the curve (AUC) of each success plot to
rank the comparison trackers.

The average overlap and the center location error of the
four comparative trackers on the eight sequences are sum-
marized in Table 1. Overall, the minimum center location

error and maximum overlap in all the tested sequences show
that the proposedMSLPQ has the best average performances
(0.6947) compared with the other methods. Moreover, MS
appears to be more robust than original mean shift tracking
KMS and achieves a better performance in this dataset espe-
cially in sequence Human8.

The overall performance of our tracker and other four
compared trackers are shown as in Fig. 4. We use one pass
evaluation (OPE) for the overall performance, and success
rate and precision as an evaluation criterion, as shown in
Fig. 4a, b, respectively. For comparison, we use 20 color
images with different challenges. Obviously, the overall
performance of our tracker outperforms the other 4 state-
of-the-art trackers.

4.2 Qualitative comparison

In order to illustrate the qualitative comparison more clearly,
Fig. 5 illustrates the tracking results of different trackers
on several challenging sequences. The Boy and BlurFace
sequences track human faces under MB, FM, IPR, SV and
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Fig. 4 Comparison with four state-of-the-art trackers on 20 color image sequences of the precision and success plots using one pass evaluation
(OPE)

OPR. The experimental results show that MSLPQ obtains
the best performance as shown in Fig. 5a, b. On the Boy
sequence, the MIL fails to track the target from frame 577,
where the frames include both fast motion and severe motion
blur. In contrast, the MSLPQ can accurately follow the tar-
get at frames 206, 492 and 577 which are subject to motion
blurring, fast motion and pose changes, when all the other
trackers have failed. While, in BlurFace sequence, most
trackers including MIL, KMS, VTD and Struck, fail to track
the target from the early frames especially when severe blur
motion occurs.

In Fig. 5c–f, we show some example frames for David3,
BlurBody, Human8 and Bolt2 sequences, where the tasks
are to track the human bodies in different settings. In the
David3 and Bolt2 sequences, a moving Body is tracked,
which presents many challenges such as partial occlusion
and the background near the target has the similar color or
texture as the target. In the David3 sequence, VTD, Struck
and MIL are failed to track the target when a partial occlu-
sion occurs at frame 130. In contrast, the proposed method
is more robust when the background has the similar color as
the target, this is the result of the employment of rich feature
color-LPQ texture, while MS and KMS are less successful.
In the Bolt2 sequence, the pose of target change rapidly and
the appearance deform frequently, MSLPQ, MS and MIL
succeed in tracking in the over the whole sequence, while
VTD is only able to track a part of the target though does
not lose it, but KMS loses the target when the background
has the similar color as the target, after frame 185. However,
Struck fails on the over the whole sequence. The BlurBody
sequence includes Blur motion and DEF. MIL loses the tar-
get because of the blur motion, while VTD is able to track
in the beginning, but it fails after frame 99. In contrast, the

MSLPQ and Struck obtain the best performance (frames 147,
273 and 321). Compared with MS and KMS, MSLPQ suc-
cessfully tracks the target under different challenges due to
the robustness of the additional LPQ texture features as in
frame 273. On the Human8, most trackersMIL, VTD, Struck
and KMS lose the target from the early frames onwards due
to the target appearance is similar to the background. In con-
trast, the proposed methods MSLPQ and MS can accurately
follow the target as in frames 88 and 122, despite the pres-
ence of many challenges such as background Clutters, scale
and illumination changes.

In the last group of tested sequences, the tasks are varying
from tracking car in the road inBlurCar4 sequence to tracking
moving doll in Lemming sequence. Figure 5g–h shows some
frames of these sequences. The Lemming sequence is much
harder due to the significant appearance changes, OCC and
out-of-plane rotations (OPRs). In this sequence, all trackers
succeed in tracking the target in the beginning even frame
373. The VTD fails as in frame 739 due to heavy occlusion,
while Struck gradually drifts from the target after the 948
frame and totally loses the target in the 963 frame (e.g., frame
1023) due to the pose changes. However,MSLPQ,MS, KMS
and MIL are only able to track a part of the target though
does not lose it (frame 1108). We can see that the MSLPQ
andMS have the best performances than KMS andMIL, as a
result of the use of color-LPQ texture feature forMSLPQ and
3D color histogram for MS. In the BlurCar4 sequence, the
VTD andMIL lose the target from the start. Struck, MSLPQ,
KMS and MS are able to track the moving car despite the
dramatic severe blur motion and fast motion. In addition,
these methods are prone to drift during the tracking due to
the target appearance is somewhat similar to the background
and in the presence another car has a similar color. However,
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(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

(h) 

KMS   MIL  VTD Struck  MS  MSLPQ

Fig. 5 Tracking results of different algorithms. Frame indexes are shown in the top left of each figure. a Boy, b BlurFace, c David3, d BlurBody,
e Human8, f Bolt2, g Lemming, h BlurCar4
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Struck andMSLPQ achieve the best performances thanKMS
and MS as shown in frame 331.

5 Conclusion

In this paper, we proposed an effective and robust algorithm
of object tracking which uses color-LPQ texture histogram
features and applying it to the mean shift tracking algorithm
framework. The LPQ operator is used to represent the target
structural information,which ismore discriminant and insen-
sitive to blurring. Then, the proposed target representation,
joint color and LPQ texture, is used to effectively distinguish
the foreground target and its background. The experimental
results demonstrate that the proposed method is capable of
taking advantageof color and texture features, comparedwith
the originalmean shift tracking algorithm.Comparative eval-
uations on challenging benchmark image sequences against
several state-of-the-art trackers, such as KMS [2] and Struck
[10], show that the proposed method obtains superior per-
formance with respect to Background Clutters, blur motion,
partial occlusions, and various appearance changes.
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