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Abstract Although image inpainting has been extensively
studied in recent years, some problems in this area are
still open. In particular, the structure restoration is one of
the difficulties due to the incompleteness of the recon-
structed structural information. The less reasonable filling
order and the ignorance of local consistency of the image
would also easily lead to undesired repairing results. To
remedy the above problems, this paper proposed a new
domain-based structural-aware image inpainting method. We
specially designed a new iterative structure searching algo-
rithm which can restore more complete and reliable structural
information. The adjacent patches were connected to form a
repairing domain which serves as the minimal repair unit.
The introduction of the domain ensures the coherency and
searching accuracy of the repairing results. Moreover, we
introduced a novel repair order calculation method which can
greatly reduce the influence of the error propagation in con-
ventional methods. Various experiment results demonstrated
the effectiveness of our method.
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1 Introduction

Image inpainting aims to fill the missing data of an image with
new information so that the reconstructed image looks as nat-
ural as it has not been damaged. In recent years, much effort
has been devoted for developing powerful image inpainting
algorithms and tools. Unfortunately, so far neither of these
methods can solve this problem perfectly; in particular, the
repair of the structural information is still an open issue.
Previous works in image inpainting can be roughly divided
into two categories, namely partial differential equation
(PDE)-based image inpainting methods and example-based
inpainting methods. The former leverages PDE to solve the
image restoration issues, using the local consistency prop-
erty of the image to calculate new information from the
known areas adjacent to the regions to be repaired with com-
plex mathematical computation. This method works well for
images with small damaged areas; however, it generates less
satisfactory results for images with relatively large damaged
areas. Instead, example-based inpainting methods restore the
damaged areas by searching for the nearest neighbor region in
the known areas and use the value of this nearest neighbor to
repair the damaged block. These types of methods formulate
inpainting as a nearest neighbor searching problem, which
are suitable for restoring large damaged areas. The proposed
method in this paper also belongs to the latter category.
Example-based image inpainting methods improve the
restoration quality by solving the following problems: (1)
how to select a good repair order and (2) how to handle the
nearest neighbor searching. Recently, researchers devoted to
these areas and developed some effective algorithms. For
example, the best nearest neighbor currently is regarded as
the weighted sum of a few k nearest neighbors, in order to
reduce the visual discontinuity; the repair process is then
divided into the structure information restoration and the tex-
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Fig. 1 Tllustration of the problems in previous methods. a The com-
puted scene structures and the missing scenes structures. The red
rectangles are the calculated feature points, and the red lines refer to
the reconstructed scene structures. Note that in the ellipse marked area,
the borders between the shore and the water are missing; b, and ¢ show
the uncorrected repair results for the marked areas (color figure online)

ture information restoration so that the repair accuracy could
be improved and, on the other hand, the repair efficiency
could be higher since the searching timings for the nearest
neighbors would be much lower owing to the image structure
divisions.

Although much progress has been made for image inpaint-
ing, some problems were still open. First, it can enhance
the inpainting quality and efficiency to separately repair the
structure information and the texture information; however,
previous methods cannot well repair the structures by simply
searching the structures only once. As shown in the red ellipse
area in Fig. 1a, previous methods fail to reconstruct the scene
structures completely. Second, the repair results could be
enhanced by weighting k nearest neighbors when searching
for the filling information, since more global image informa-
tion is taken into account. However, another important image
property—local coherency—is ignored, which therefore usu-
ally leads to unnatural repair results. It can be seen in the red
ellipse area in Fig. 1b that obvious visual fractures occur on
the roof. Additionally, previous methods would often result
in a greedy procedure as they only account for the confidence
value and the data value of the patch to be repaired. Hence,
once an error is made, it may be inevitably magnified in the
greedy repair procedure. As shown in the red ellipse area in
Fig. lc, the grass unnaturally extends to the sea, which is not
visually plausible.

To remedy the above problems, this paper developed a
novel structure-aware image inpainting method. Our method
is suitable for repairing images with relatively larger size
of missing areas, which is especially good at repairing the
missing patches with obvious structure information. It offers
the following contributions:

1) A new iterative image structure searching method
is proposed. The structure information is searched and
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judged in each divided region until the area of the region
meets a threshold.

2) Domain -based image repair is developed instead of
patch-by-patch repair. The neighboring coherent patches
would be clustered as a repair domain, which ensures the
coherency and searching accuracy of the results.

3) A novel repair order calculation method is introduced
to replace the conventional greedy procedure. This can
greatly reduce negative impact of the error propagation.

2 Related work

Image inpainting methods can be roughly classified into two
categories: PDE-based methods and example-based meth-
ods. Bertalmio et al. [1] proposed the idea of adopting PDE
for image inpainting. Two different equations were devel-
oped for representation of the structure information and the
texture information, and the repair for the damaged region
was realized by solving the equations. They also introduced
total variation (TV)-based image inpainting algorithms. This
type of image inpainting works successfully for repairing
images with small damaged areas, but not suitable for restora-
tion of images with relatively large damaged regions. To
overcome this limitation, example-based inpainting methods
were proposed and received extensive attention. Below we
will mainly review the progress of example-based inpainting
methods.

Criminisi [2] proposed to fill the unknown patch by search-
ing the most matching patch in the known areas of the image.
This example-based image painting method achieved won-
derful results for repairing images with large damaged areas.
However, two problems of this method exist affecting the
repairing quality: the repairing order for the contour regions
and the accuracy of the patch matching. Researchers [1-6]
attempted to solve these questions in the following years.
Sun et al. [3] proposed structure propagation which allows
the user to freely specify important missing structure infor-
mation by extending a few curves or line segments from the
unknown regions. Komodakis [4] and Wong and Orchard
[5] improved Criminisi’s method by designing a global opti-
mization method so that the reference information comes
from the global area rather than a local region. Xu and Sun
[6] introduced a new method for computing the repair order.
They employed the sparsity of natural images and judged
if a patch belongs to the image structure information with
the sparsity of the patch’s nonzero similarity neighborhood.
Thus, each patch’s computational priority can be obtained. In
comparison with conventional example-based image inpaint-
ing methods, this method can better differentiate between
the structure information and the texture information, while
the patch’s sparsity can make the new synthesized region
deform so that it would be consistent with the surrounding
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textures. Noriega and Roumy [7] observed that the calcula-
tion of the repair priority in previous methods was complex,
which greatly affected the whole computational efficiency.
They simplified the conventional repair priority calculation
equations which increased the efficiency while it could still
achieve compared image quality.

Ndjiki-Nya et al. [8] proposed to separately handle the
texture information and the structure information so as to
achieve better inpainting quality. This method consists of
four procedures, namely image segmentation, structure dif-
ference, texture repairing, and post-processing. Their idea
of, respectively, dealing with the texture information and
the structure information inspired later researchers. Li and
Zhao [9] determined the structure information with wavelet
transform, which avoided the complicated image segmen-
tation. In their method, the repair order was calculated
by considering the texture and geometry characteristics of
the region to be repaired. Cao et al. [10] pointed out that
current example-based image inpainting methods can well
restore both texture and local geometry and, however, some
applications require to reconstruct nonlocal geometric fea-
tures, e.g., long edges. They therefore presented a geometric
sketch-based inpainting method, in which the sketch is inter-
polated and serves as a guide for the global reconstruction.
This was the first to adapt the sketch method to evaluate
the nonlocal structure information. Wu and Chou [11] pro-
posed a Bezier curve-based image inpainting method. They
applied iterative Otsu threshold method to image segmenta-
tion and thus obtained the edge information. This method can
reconstruct the skeleton of the damaged area, breaking the
restrictions of conventional boundary-based reconstruction
method which can only produce linear and circular edges.
Lee et al. [12] introduced a region segmentation mapping-
based image inpainting method. In this method, the image
is divided into segments and the repair priority is automati-
cally computed, which greatly enhances the efficiency. Later,
Martinez-Noriega and Roumy [13] demonstrated a new auto-
matic image inpainting algorithm. The prior is defined for
judging the structural information. They also presented a
novel Macro-Filling Order (MFO) to serve as the schedul-
ing order. This method offers a major advantage that neither
segmentation nor manually intervention is involved. Addi-
tionally, Bugeau et al. [14] observed that previous image
inpainting methods are based on three types of theories:
image self-similarity, image consistency, and information
propagation. Therefore, they were the first to combine the
advantages of the above three aspects so as to realize bet-
ter inpainting results. He and Sun [15] proposed to fill the
missing region by combining a stack of shifted images via
optimization, which could produce generally better results
and runs faster than conventional methods. Recently, Le
Meur et al. [16] introduced a novel example-based inpaint-
ing framework. They first performed inpainting on a coarse

version of the input image and then employed a hierarchi-
cal super-resolution algorithm to further restore the missing
details. This method gains in terms of both the algorithm
efficiency and the restoration quality. Guillemot et al. [17]
proposed a method for object removal and loss concealment
by neighbor embedding. Experiments showed the effective-
ness of this method. Although the methods in [13-17] can
achieve good inpainting results for most of the images, they
still share the problem of relatively lower inpainting accuracy
for images with rich structures, since they ignore the local
consistency property of the images.

3 Methods

In this section, we will give the overview of our proposed
algorithm and then detail on the main steps.

3.1 Overview

Figure 2 illustrates the overall work flow of our method. It
consists of three main steps: judging and searching the struc-
tural information, repairing the structural information, and
repairing the texture information.

3.2 Searching and judging the structural information

In this step, we will search the possible structures from the
damaged area in the image and further judge whether they can
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Fig. 2 Framework of our method
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be accepted as structural information. The useful structural
information usually refers to the regions intersecting with
the boundaries of the unknown regions, or the border regions
with significant changes in texture or with obvious geometry
structures. In this paper, we select those with a simple geome-
try structure and consistent gradient which are approximately
perpendicular to the border areas as structural information.
The reason lies in that more complex structural information,
such as a tree-like structure or a ring-like structure, usually
belongs to texture information rather than structural infor-
mation. Note that the damage areas are determined by user
annotation as an input in our method [3]. Here, we marked the
damage areas as the same color (e.g., blue) which is different
from the other parts of the image.

After obtaining the structural information using the above
strategy, we would judge whether they share the similar
directions, i.e., whether they could be connected through the
unknown areas; if they satisfy the above condition, we would
accept them as the structural information for the following
processing. Below we will introduce the detailed procedures.

Here, following the method in [7], Canny operator is
used for extracting the feature pixels. Structural information
searching aims to find the pixels which could be connected in
the surrounding areas outside the damaged unknown region
within 20 pixels, and the found pixels will be listed as struc-
tural information candidates. If one pixel i is within the 8
neighborhoods of another pixel j, these two pixels can be
considered as connected. Through the above steps, a struc-
tural information set candidate would be obtained. Next, we
would select in this structural information set candidate for
the useful structural information.

One type of structural information to be rejected is the
curve-like structures, i.e., the structural information with
more than one nonterminal node; this is due to that if a
structure has multiple nonterminal nodes, it is more likely to
belong to a tree structure instead of a linear structure, while
a structure without any nonterminal node should belong to a
ring structure which would also be rejected. After the above
first round of selection, we would further delete the structural
information with too few feature points, i.e., if the number
of the useful pixels is less than a threshold, the candidate
information would be deleted. As aforementioned, the useful
structural information must be approximately perpendicular
to the boundaries of the unknown area. Therefore, if the struc-
tural information candidate does not satisfy this condition, it
would also be rejected.

After the above process, the final useful structural infor-
mation will be obtained. Then the information would be
connected to form the structure which is used for dividing
the whole image into regions. In this procedure, we would
determine whether there are two pairs of structure informa-
tion regarded as connected on a same boundary. We perform
this process by calculating the distance between two struc-
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(d)

Fig. 3 Comparison for the structural information searching and con-
necting. a The original input image, b the marked area to be repaired,
¢ the searched and connected structural information using the method
in [13], and d the searched and connected structural information using
our novel iterative method (color figure online)

tural lines which is used to determine whether the structure is
along the same line. Note that here we also took into account
the distance between the endpoints of two structural lines,
and the angle between two structural lines.

The above refers to one iteration of the structure searching
and connecting; next we will perform it iteratively via multi-
ple region division so as to find more accurate structures. This
iterative process can be summarized as follows: after gener-
ating a new region, we would change the parameter values of
Canny operator in order to get richer structural information.
Then, we would further search the structural information in
the new region and connect them to generate structures. If
the size of the new generated area is larger than the product
of factor and the size of the entire image, this area would
be further divided until its size is less than the product of
factor and the size of the entire image. Note that factor is
a user-defined parameter.

As shown in Fig. 3, richer structural information can be
computed using our method (e.g., the bottom red line which
refers to the structural boundary between the shore and the
sea in Fig. 3d). This experiment showed that our structural
information searching and connecting strategy is reliable and
effective.
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(a) : (b)

Fig. 4 Structural information restoration result. a The original input
image with the marked area to be repaired, and b the repaired structural
information using our method

3.3 Repairing the structural information

For the structural information restoration, we mainly adapt
the successful method in [3]. Given the unknown region §2,
the entire image /, and the known area [ — £2, our aim is to
obtain the structural information C to be repaired.

We first sample C in the region where C intersects with
£2, leading to obtain a collection L = {p;}, wherein the
structure information pixels are the centers of each repair
region. Similarly, we sample in the known region and get the
resulted collection { p j}. Then, for each p;, we would com-
pute its nearest neighbor in { Dj }, and use P (x;) as the color
of the filling block. The above process will be continued until
the structural information for each block is filled. Figure 4
demonstrates the structural information restoration result for
a given image.

3.4 Repairing the texture information

In contrast to conventional image inpainting algorithms, this
paper proposed two improvements for texture information
restoration: First, we performed texture information repair-
ing in domains rather than each block; second, different from
the previous greedy repairing process, we specially designed
a new repair order calculation method, which makes the
greedy repair order tend to be plausible and thus greatly
improves the quality of the inpainting results.

In traditional example-based image inpainting methods,
the nearest neighbor searching was usually performed for
each patch individually, and then its color value was used
to fill the holes without taking into account the local consis-
tency and the globality of the image. Frédéric et al. [16] used
weighted k nearest neighborhood instead of a single nearest
neighbor in the process of patch matching; however, they still
did not account for the local consistency of the image. Moti-
vated by this, we proposed the definition of repair domain to
fully take advantage the local consistency of the image. Here,

Fig. 5 Tllustration of the domain generation. In the known region §2,
the red patch, the blue patch, and the green patch are, respectively,
marked as pi, p2, and p3; in the unknown region 1 — £2, the patches
with the same color with that in §2 refer to the corresponding nearest
neibor candidate. When pj, p», and p3 are adjacent, they could be
grouped as a repair domain which would serve as the minimal repair
unit (color figure online)

a domain consists of the adjacent patches, which serves as
the minimal repair unit in our method. Experiments showed
that our method can produce repairing results which are more
consistent with human visual characteristics.

As shown in Fig. 5, §2 is the unknown region, I — §2
denotes the known region, ¢ represents the contour of the
unknown region, and pp, p>, p3, and p4 are three patches to
be repaired. We first perform matching for pi, i.e., search
n nearest neighbors (here n = 4) which are Py1, P12, P13,
and Pj4. Then, we perform matching for p, and acquire its
nearest neighbors P>1, Py, P23, and Pp4. In a similar way,
the nearest neighbors of p3 and p4 are, respectively, found
as P3y, Py, P33, and P34 and Py4y, P, P43, and Pyq. We
separately calculate the differences between the horizontal
coordinate and the horizontal coordinate of the patch to be
matched and its nearest neighbor. For example, the horizontal
coordinate difference between P13, P2, P34, and p1, p2, p3,
is 1; the vertical coordinate difference between them is —2.
Hence, we can regard pi, p2, and p3 belong to a domain
R, which means that they can be repaired using the domain
R, where Pj3, P2y, and P34 locate. In contrast, neither of
the n nearest neighbors of py4 satisfies the condition that the
horizontal coordinate difference is 1 and the vertical coordi-
nate difference between them is —2 and, therefore, ps does
not belong to the domain R;. In this manner, we can fully
exploit the local consistency of the image, making each patch
to be repaired not isolated. The restoration result would be
therefore more smooth, and more consistent with the human
visual characteristics.

The filling calculation in previous methods suffers from a
greedy process, i.e., once an error occurs, it will be quickly
amplified, and thus generates undesired result which is con-
trary to the human visual habits; this phenomenon is also
known as error propagation. In order to solve this problem as
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much as possible, when calculating the value of each pixel we
take into account the filling order (or whether it is repaired)
of each pixel. The original greedy process thereby becomes
more reasonable and reliable, which can greatly reduce the
impact of the error propagation phenomenon on the restora-
tion result.

P(p) = C(p)D(p), (1)
C
Clp) = quwpr’w;—‘g) (61)’ @
p
)vzl,L -n,,’
D(p) = — (3)

Our strategy is expressed by Egs. (1) through (3). Equation
(1) gives the calculation for the priority value P, which con-
sists of the confidence value C and the data value D. Here,
p is a point on the contour of the unknown region, ¥, refers
to a block with p as the center, n, is the normal vector at
point p which is perpendicular to the contour, VI pl denotes
the extension direction of the brightness variation, i.e., the
isophote direction, at point p. The data value D reflects the
strength of the structural information at the position to be
repaired; the larger the value D, the stronger the structural
information indicates. The confidence value C represents the
number of the valid points at the position to be repaired. Here,
the valid point refers to the point in the known area or the
repaired point. In contrast, the confidence value of the pix-
els in the unknown region without being repaired is set to
0. Therefore, the larger the confidence value is, the greater
the number of pixels in the block of known regions is, and
thus, it would own a high calculation priority. Note that the

Fig. 6 Illustration of the calculation of the confidence values. a The
confidence values before repairing (note that / and 0, respectively, refer
to the known pixels and the unknown pixels), b calculation of the con-
fidence value of each patch in the unknown region, ¢ the confidence
values after one iteration of repair, and d the confidence values to be
used for the next calculation
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confidence value of the valid point is simply set to 1, which
would lead to an error if the repaired pixel is not correct.
Thus, this error propagation would further continue in the
following process. As shown in Fig. 6, in our new strategy
the confidence value of each block would be changed as 1/k
multiplying the nonzero confidence value after it has been
repaired. Thus, the confidence value would decrease when
the distance between the unknown region and the known
region gradually becomes larger, i.e., the confidence of this
pixel belonging to the known region would decrease so that

@ ()

Fig. 7 Comparison of the repair results among state-of-the-art meth-
ods and our method. a The image with marked area to be repaired, b the
result of Criminisi et al.’s method [2], ¢ the result of Photoshop, d the
result of Le Meur et al.’s method [16], e the result of Martinez-Noriega
et al.’s method [7], and f the result of our method (color figure online)
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Fig. 8 Comparison of the (a)

repairing results among different — =
methods. a The result of
Criminisi et al.’s method [2], b
the result of Photoshop, ¢ the
result of Le Meur et al.’s method
[16], d the result of
Martinez-Noriega and Roumy’s
method [7], e the result of our
method, and f the image with
marked area to be repaired
(color figure online)

the confidence value of the block would also gradually reduce
accordingly.

4 Results and discussion

We tested the above method on a PC equipped with Intel(R)
Corei3-5403.07GHz CPU, 2GB memory. The programming
is written using OpenCV with Visual Studio 2010. Various
experiments were performed to validate our method.

In Fig. 7, we compared our method with state-of-the-
art methods. It can be seen that in the red ellipse areas in
Fig. 7, the repair results for the roof differ greatly. In Fig. 7b
through 7d, obvious visual fractures exist, and undesired
color appears, which are not consistent with the human visual
effects. Similarly, in Fig. 7e, although no obvious abnor-
mal color can be found, in the middle part of the roof the
fracture is also very clear, which might be caused by the sin-
gle patch-based repairing. In contrast, observing the effect
of our repair method in Fig. 7f, owing to the domain-based
repairing rather than taking single block as a repairing unit,
our restoration results seem more complete and continuous,
which is in accordance with the human visual characteris-
tics. It can be observed in the area marked with a green
ellipse in Fig. 7b that the land extends into the sea which
goes against the common sense. The reason for this prob-
lem lies in the unreasonable repair order—a greedy repair
process, which means once an error occurs during the repair
process, it will continue and be magnified, leading to the final
unplausible result. Martinez-Noriega and Roumy’s method

[7] employed a macro-filling order which can successfully
avoid the error propagation [2] when handling the coastal
part. However, for the shaded area of the house, the color
looks much lighter which is clearly incompatible with the
common sense that the shade color should be lighter and
darker. Again, this may be caused by the unreasonable repair
order, as it performs an equal treatment for the repaired
block and the block in the known region when calculating
the confidence value. In contrast, our method can obtain a
more accurate confidence value by changing the confidence
value of each block in each computational cycle. As shown
in Fig. 7f, our method achieves better visual effects for the
shadow area of the house.

Figure 8 performs another comparison among our method
and other image inpainting methods. It can be observed
in the red ellipse area in Fig. 8 that our method (Fig. 8e)
achieves better visual repair results: in particular, the struc-
tural lines are more complete, and the repaired region looks
more consistent with the surrounding areas. Moreover, the
repaired result of the contour of the black object is more
clear and plausible than Fig. 8a—c, which is comparable with
the repair result in Fig. 8d. Figure 9 displays more restora-
tion results generated using our new method. Overall, the
structural repair results look naturally and visually plausible,
which is difficult to detect the artifact. Figure 10 demon-
strates a failure example of our approach. Note that the left
side of the entrance and the missing steps are not greatly
repaired. The color of the missing patches is similar to that
of the surrounding areas, leading to the uncorrected structure
information.
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(b)

Fig. 9 More inpainting results. From left to right, the image with the marked area to be repaired, the result generated by Photoshop, the result of
Criminisi et al.’s method [2], the result of Martinez-Noriega and Roumy’s method [7], and the restoration result using our method

Fig. 10 A failure example of
our method

Thanks to the use of the domain-based repairing strat-
egy and a new nongreedy repair order, our image restoration
results are more plausible, which are consistent with the
human visual habits. Meanwhile, the computational effi-
ciency of our approach does not decrease with the new
priority calculation algorithm and the domain-based compu-
tational manner. The overall computational efficiency still
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depends on the efficiency of the nearest neighbor search
processing, which is related to the size of the unknown area
as well as the size of the known region in the image to be
repaired. However, the novel domain-based image repairing
method also has some limitations. For instance, it may give
rise to a certain block phenomenon when repairing an image
with messy textures, which is one of our future works.
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Table 1 Comparison of the inpainting quality of different methods
using the coherence metric

Images The method Criminisi et al.’s Martinez- Our
of Photoshop method Noriega and method
Roumy’s method
Fig.9a 21.2 18.3 17.4 16.1
Fig. 9 10.6 10.3 9.8 9.2
Fig. 9c 34.8 30.2 319 29.2
Fig.9d 40.3 28.5 27.3 249
Fig.9¢ 20.5 22.3 19.6 19.0

4.1 Quantitative comparison

He and Sun [15] introduced a coherence metric for measuring
the inpainting quality of an image, which was expressed as
follows:

1 .
dcoherence = N z megﬁHP - Q||2, 4
Peg2

where N is the number of unknown pixels, P is a patch in
the synthesized region §2, and Q is a patch in the known
region £2. This measure penalizes any patch P in the synthe-
sized region if its best match Q in the known region is not
similar to it. We employed this metric for comparison (see
Table 1) of the inpainting quality of the results generated by
different methods in Fig. 9. It can be seen that our method
performed better than other methods under the coherence
metric.

5 Conclusion and future work

This paper has presented a novel domain-based structure-
aware image inpainting method. Our method can gener-
ate more complete and accurate structural information by
designing an iterative structure searching strategy. For the
texture repairing, the new method fully exploited the local
consistency of the image and connected the related patches
to form domains, which were the minimal repairing units in
our method. This method not only ensures the visual con-
tinuity between the blocks, but also better accounts for the
globality of the whole image. Additionally, we proposed a
novel filling order calculation algorithm so that when com-
puting the confidence value, the repaired block and the
block in the known region are no longer handled in the
same way, which would lead to a more reasonable repair-
ing order.

Although the introduction of domains achieved successful
results for most of the cases, it might suffer from relatively
clear seams between domains for images with messy tex-

tures. We will further improve our method and deeply explore
in this area in the future.
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