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Abstract  We present a fully automatic multimodal emo-
tion recognition system based on three novel peak frame
selection approaches using the video channel. Selection of
peak frames (i.e., apex frames) is an important preprocess-
ing step for facial expression recognition as they contain the
most relevant information for classification. Two of the three
proposed peak frame selection methods (i.e., MAXDIST
and DEND-CLUSTER) do not employ any training or prior
learning. The third method proposed for peak frame selec-
tion (i.e., EIFS) is based on measuring the “distance” of the
expressive face from the subspace of neutral facial expres-
sion, which requires a prior learning step to model the
subspace of neutral face shapes. The audio and video modal-
ities are fused at the decision level. The subject-independent
audio-visual emotion recognition system has shown promis-
ing results on two databases in two different languages
(eNTERFACE and BAUM-1a).
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1 Introduction

Automatic human emotional states recognition is an impor-
tant problem in human—computer interaction [21,29]. Recog-
nition of a person’s emotional state has many applications in
diverse areas such as psychology [24], security [20], health
care [14], to name a few. Below, we briefly review the litera-
ture on emotion recognition and then motivate the proposed
method for audio-visual emotion recognition based on three
different novel peak frame selection approaches.

1.1 Prior work

Humans express their emotions through various channels
including facial expressions, head gestures, and speech.
The majority of existing automatic emotion recognition
approaches focus on either visual or audio modality. The
visual modality is the most widely used channel, and state-of-
the-art methods usually utilize 2D facial features. 2D facial
features can be broadly grouped as geometric features and
appearance-based features. Geometric features localize the
salient facial points and detect the emotion based on the
deformation of these facial points [26]. Appearance-based
features represent the change in the texture of the expressive
face [8, 14,20,30]. The audio modality methods use prosodic
features along with spectral, cepstral, and voice quality fea-
tures [2,3,22].

Although research on the audio and visual channels has
considerably progressed in the recent years, performance of
uni-modal systems is not very high for both acted [19,27] and
spontaneous emotions [6,7]. Hence, integration of audio and
visual channels to increase the emotion recognition perfor-
mance is still an open research problem. Recent studies have
shown many advantages of fusing audio and video chan-
nels for emotion recognition [5,9,13,16,19,27,28]. Man-

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s11760-015-0822-0&domain=pdf

828

SIViP (2016) 10:827-834

soorizadeh et al. [ 16] proposed an asynchronous feature-level
fusion approach, which uses both feature- and decision-level
fusion. This method assumes that the features of the audio and
video modalities are temporally overlapped. Gajsek et al. [9]
presented an audio-visual emotion recognition system, which
uses prosodic and cepstral coefficients as audio features and
Gabor wavelets as video features, followed by stepwise fea-
ture selection and a multiclass classifier system. Datcu et
al. [5] outlined a multimodal semantic data fusion model.
This method considers the presence or absence of speech
and utilizes only eye- and eyebrow-related features. Paleari
et al. [19] presented a framework for multimodal emotion
recognition based on different possible fusion approaches.
Wang et al. [27] introduced a kernel cross-modal factor analy-
sis method using nonlinear transformations for multimodal
emotion recognition. Kuan-Chieh et al. [13] devised a mul-
timodal emotion recognition technique that automatically
learns the weighted sum of decision-making parameters for
each modality.

1.2 Problem statement and motivation

An emotional video of facial expressions consists of hun-
dreds of frames, where the emotion is expressed with a
different intensity at each frame. Therefore, when it comes to
emotion recognition from a video, it is a challenge to decide
how to use these frames so that the facial expression recogni-
tion rate is maximized. One promising approach is to utilize
a single frame or a subset of frames, which best represent the
emotional content of the sequence. These are the frames at
which the emotional expression is at its apex, assuming that
the facial parts reach the peak point at the same time. We
call such frames “peak frames” of the video. The problem of
selecting the peak frames automatically is an issue that has
been addressed by very few researchers so far. In this work,
we propose three novel methods for automatically selecting
the peak frames from an emotional video, which are used in
a multimodal emotion recognition system.

Two of the three proposed peak frame selection meth-
ods (i.e., MAXDIST and DEND-CLUSTER) have several
advantages. First, they can select the peak frames without
employing any training or prior learning. Second, the facial
features that are used for peak frame selection can also be
used for facial expression recognition. Third, neutral face
image of the test subject is not required. The third method
proposed for peak frame selection (i.e., EIFS) is based on
measuring the “distance” of the expressive face from the sub-
space of neutral faces. Thus, a prior learning step is needed
to model the subspace of neutral face images. All the pro-
posed approaches are based on the assumption that there is
a single emotion expressed in the given video segment. The
audio-visual emotion recognition method presented in this
paper utilizes decision-level fusion to merge the information
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from the audio and video channels. The method has shown
promising results on two databases.

The paper is organized as follows: The proposed appro-
aches are described in Sect. 2 and evaluated in Sect. 3. A
conclusion is drawn in Sect. 4.

2 Multimodal emotion recognition system

In this section, we present our methods for extraction of
the video and audio features, classification, and multimodal
decision-level fusion.

2.1 Feature extraction from video

Below, we detail the three proposed peak frame selection
methods: (1) maximum dissimilarity-based method (MAX
DIST), (ii) clustering-based method (DEND-CLUSTER),
and (iii) emotion intensity-based method (EIFS). In all the
methods, as a preprocessing step, the faces in all frames of the
video sequence are detected, aligned, and cropped to elim-
inate unnecessary regions such as the background and hair.
Since some face regions (e.g., upper forehead) generally do
not carry information about the facial expression, we divide
the face region into sub-blocks and discard the sub-blocks
that are irrelevant, which are shown with black in Fig. 1. In the
remaining (relevant) blocks, we extract the LPQ features to
get an enhanced feature vector of the facial expression. More
details of the preprocessing steps are provided in Sect. 3.

2.1.1 Maximum dissimilarity-based peak frame selection
method (MAXDIST)

This method of peak frame selection is based on the assump-
tion that candidate peak frames are maximally dissimilar
from the other frames in the sequence. Therefore, first the
dissimilarity between successive frames is computed by com-
paring the facial features. The method sorts the frames based
on their average dissimilarity score with respect to other
frames and selects those frames (i.e., peak frames) that corre-
spond to the K largest average dissimilarity scores. We refer
to this method as MAXDIST since peak frames are selected
using a maximum dissimilarity criteria.

Fig. 1 Relevant and irrelevant (darkened) sub-blocks of the face used
for facial feature extraction in this work
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Fig. 2 Overview of proposed MAXDIST peak frame selection
method. a Face detection and alignment. b The cropped face region.
¢ Extraction of facial features for each frame. d Calculation of dis-
similarity matrix and selection of peak frame based on top K average
dissimilarity scores

LetV = {v1, v2, ..., vy} represent a video sequence with
N frames, and let F = { f1, f2, f3, ..., fn}denote the facial
representation features (e.g., LPQ features) of each frame.
The steps of the proposed peak frame selection algorithm
are as follows:

1. Generate an N x N dissimilarity matrix, M, where each
element M (i, j),i, j € {1,2, ..., N}is the Chi-squared
distance between LPQ features of frames i and j.

2. For the jth frame, compute the average dissimilarity
score (d ;) withrespect to the remaining (N —1) frames by
finding the average of the elements in the jth row of M.

3. Arrange the average values obtained in step 2 in descend-
ing order and select the top K frames that have the largest
average dissimilarity scores as the peak frames, since they
are most “dissimilar” frames in the video.

The choice for the value of K is application dependent. In
Fig. 2, MAXDIST peak frame selection method is illustrated.
In Fig. 3, an example from subject 14 of the eNTERFACE
[17] database is shown, where almost all the selected six
peak frames (except frame 17) reflect the emotion disgust at
its apex.

2.1.2 Clustering-based peak frame selection method
(DEND-CLUSTER)

In this peak frame selection method, the N frames of the
video V are grouped into K clusters, so that frames within a
cluster are more similar to each other than the frames belong-
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Fig. 3 Top row an example sequence (with 66 frames) from eNTER-
FACEO5 dataset for subject 14. Bottom row selected six peak frames by
the proposed MAXDIST method reflect the emotion disgust at its apex

ing to different clusters. Then, for each cluster a prototype
(representative) frame that typifies members of that cluster
is chosen, resulting in K peak frames. We refer to the above
method as DEND-CLUSTER since it uses a dendrogram
[11].

In order to perform the clustering, it is required to compute
the dissimilarity scores between frames. First, the dissimilar-
ity between successive frames is computed by comparing the
facial features (i.e., LPQ features). We then use a hierarchi-
cal clustering method [11], since our representation of the N
frames is in the form of an N x N dissimilarity matrix instead
of an N x d pattern matrix, where d is the dimension of fea-
ture vector. In particular, we use an agglomerative complete
link clustering algorithm [11]. The output of this algorithm
is a dendrogram, which is a binary tree where each terminal
node corresponds to a frame and the intermediate nodes indi-
cate the formation of clusters. The set of peak frames with
K elements is formed as follows:

1. Find the pairwise distance scores between all N frames
to form the dissimilarity matrix M.

2. Apply the complete link clustering algorithm on M, and
generate the dendrogram, D. Use the dendrogram D to
identify K 4-1 clusters. Since some clusters may represent
low-intensity frames, we aim at K + 1 clusters.

3. In each of the clusters identified in step 2, select a frame
whose average distance from the rest of the frames in the
cluster is minimum. If a cluster has only 2 frames, choose
any one of the two frames at random.

4. The frames selected in step 3 are arranged in descending
order on the basis of their ideal selection measure (ISM)
value, which is computed as:

P-20-2

ISM@)= > > G(x.y) (1)

x=1 y=1

where v is a frame of size P x Q and G(x, y) is the
image gradient at location (x, y). The top K frames are
selected as peak frames. Through extensive empirical
investigation, we observed that the / SM value approxi-
mately increases as the emotion intensity in the frames
increases.
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In step 2, DEND-CLUSTER method automatically deter-
mines the threshold distance to cut the dendrogram and
identify exactly K clusters.

2.1.3 Emotion intensity-based peak frame selection method
(EIFS)

This peak frame selection method is based on estimation
of the unknown neutral face for a given expressive face,
which will serve as a baseline to assess the intensity of the
expression. The difference between the feature vectors of the
expressive face and the estimated neutral face is calculated
to represent the “emotion intensity” of a frame. Finally, the
frames which have high “emotion intensities” are selected
as peak frames. The proposed method is completely subject
independent since it eliminates the requirement of a neutral
expression frame of the same subject whose expression is to
be recognized.

The neutral face estimation method applies KL transform
[23,25] to formulate a neutral face subspace by eigenvector
decomposition of available neutral images containing vari-
ations present in subspace of neutral faces. The neural face
images are collected from other databases, which contain
sufficient examples of the neutral expression such as the
Cohn—Kanade database [15]. Whenever an expressive face
image is projected onto this subspace, it is expressed as a
linear combination of the eigenfaces modeling the space of
neutral frame images. Therefore, we can synthesize a vir-
tual neutral frame of the subject whose frame with some
expression is given. Once a single virtual neutral frame image
is estimated for the video, it is subtracted from each given
expressive frame to estimate the emotion intensity.

The steps of the proposed emotion intensity-based peak
frame selection algorithm (EIFS) are as follows:

1. First, we construct the neutral face subspace. Let A =
[@1, @2, ..., dm] be the matrix containing neutral faces
¢i, i € {l,..., m}inits columns. If the image has a size
of P x P, then the size of ¢; is P2 x 1 and size of matrix A
is therefore P? x m. The covariance matrix is formed as
C = AAT, and the eigenvalues A; and eigenvectors are
estimated using a computationally efficient method [25].
Note that since there are m columns in A, there are at
most m nonzero eigenvalues of the covariance matrix C.

2. Project all the neutral face images onto the neutral sub-
space to obtain the weight vectors n;,i = 1,...,m,
where n; has a size of m x 1.

3. Given a video V with N frames {v;},i = 1,2,..., N,
which reflect a single expression with different intensities
at each frame, we want to select a single neutral image
from the set of images ¢; that represents all the frames in
the sequence in the best way. This is done using a two-
stage approach. In the first stage, we first project each
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frame v; onto the neutral subspace to obtain the corre-
sponding weight vectors ty, k = 1,2,..., N. Then, we
select the nearest neutral image for each expressive frame
by minimizing the following Euclidean distance:

if = minflte —n;ll, i=1.2,...m. 2)

In the second stage, the neutral frame which has been
selected the most over all frames is determined as the
single neutral frame “closest” to the whole sequence. Let
us denote that neutral frame as n;.

4. Determine the peak frame(s) of the sequence based on
the Euclidean distance from the neutral face ng. That is,
we calculate
dky=t, —ng, k=1,2,...,N. 3)

We order d (k) in descending order and select the top K

frames as the peak frames of the sequence, as they are

expected to have highest emotion intensities.

2.2 Feature extraction from audio

In order to extract audio features for emotion recogni-
tion, we used mel-frequency cepstral coefficients (MFCC)
and relative spectral features (RASTA) based on perceptual
linear prediction (PLP) [10]. Before extraction of audio fea-
tures, we first detected the starting and ending points of the
speech in a given audio file. Then, we calculated the MFCC
and RASTA-PLP features using filters with an order of 12
and 20, respectively, using a window of length 25ms and
a 50% overlap ratio. Then, we appended the 12 MFCC
and 13 RASTA-PLP coefficients with their first and sec-
ond time derivatives. The final audio-based feature vector
was extracted by applying nine statistical functions (max,
min, maximum position, minimum position, mean, variance,
range, kurtosis, and skewness) to the 75 elements of the
MFCC and RASTA-PLP vector, thus resulting in a vector
of length 75 x 9 = 675 as our audio feature to be classified.

2.3 Classification and multimodal fusion

In order to classify the audio features, we used an SVM
classifier [4] with a radial basis kernel function using one-
against-all method. Before the classification, we normalized
audio features to the interval [0, 1]. We used an SVM clas-
sifier with a linear kernel for the video features to avoid
the curse of dimensionality problem, since the dimension
of video features is high (i.e., 7680).

We utilized a decision-level fusion technique, where the
decision values (i.e., probabilities) for each class were esti-
mated using each modality, separately. We tested several
approaches for combining the probabilities [1,12] obtained
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Fig. 4 Overview of the
multimodal affective and mental
state recognition system

Fig. 5 Example frames from the BAUM-1a acted database for sub-
ject 22 (top row) and subject 11 (bottom row). The numbers in
parentheses are (sequence number-frame number of fop row/sequence
number-frame number of botfom row). a Anger (6-75/7-83), b bore-
dom (9-118/10-12), cdisgust (7-10/8-11), d fear (4-108/6-53), e interest
(10-68/11-2), f happiness (1-49/3-74), g sadness (3-46/4-74), h unsure
(8-10/11-11)

from the SVM classifiers. The weighted product rule gave
us the best results [27], in which the probabilities of each
modality for given a test vector are multiplied. The final label
is the one which gives maximum product.

Let x; and x> denote feature vectors for video and audio
channels of a test video, respectively. Then, given trained
SVM classifiers A and A, for the audio and visual modali-
ties, we represent the probability of class k for each individual
classifier as P (@ |x;, A;) and fuse at the decision level as fol-
lows:

2
Paxlxi, x2) = [[ [Pl 1] k=1,2,....6
i=1
“)

o* = mI?XP(a)k|x1,x2), k=1,2,...,6 (5

where @y and wy represent the label of class k before and
after fusion, w* is the final estimated class of the test video,
and W; is the weight assigned to the ith modality. In Fig. 4,
the overview of multimodal decision fusion method is shown.

3 Experimental results

We conducted experiments on two databases: eNTERFACE
[17] and BAUM-1a [18]. The eNTERFACE dataset contains
audio-visual clips in English of 44 subjects from 14 differ-
ent nationalities. One of six basic emotional states: anger,
disgust, fear, happiness, sadness, and surprise is expressed
in each video clip of the database in an acted way by utter-
ing a given sentence with a target emotion by imagining a
certain scenario. In the experiments, we used a total of 1287

P& | %, 4)

Peak Frame Video Feature Classification
Detecti i (SVM)

Decision

Level Fusion P ] %,%,)

Classification

Audio Feature
Extraction

(Svm) P | %5, %)

Frame 33

Frame 22 Frame 43 Frame 68

Frame 68

Frame 68

Peak Frame Selection

Manual selection

Frame 20 Frame 22 Frame 23 Frame 44 Frame 45

MAXDIST method

Frame 20 Frame 22 Frame 23 Frame 29 Frame 33

DEND CLUSTER method

B
’

Frame 32 Frame 33 Frame 35 Frame 38 Frame 54 Frame 68
EIFS method

Frame 22 Frame 23 Frame 34 Frame 41 Frame 65 Frame 68

Fig. 6 Three peak frame selection methods are compared with man-
ual selection for an example sequence from the eNTERFACE dataset
(subject 7, happiness). Top row shows example frames from the original
sequence with 68 frames. Six peak frames have been selected manually
(second row), using MAXDIST method (third row), DEND-CLUSTER
method (fourth row), and EIFS method (last row)

clips from 43 subjects by omitting subject 6 due to lack of
enough samples. The video clips were provided in 720 x
576 Microsoft AVI format, where the video frame rate was
25 frames/sec and the audio sampling rate was 48KHz.

The audio-visual BAUM-1a database [18] contains acted
recordings of 31 subjects recorded in Turkish. This database
contains recordings reflecting the five basic emotions (anger,
disgust, fear, happiness, and sadness) as well as boredom
and also two mental states interest and unsure (confusion).
There are a total of 273 short acted recordings, and several
examples are shown in Fig. 5.

During preprocessing, we first used Zhu’s face tracker [31]
to locate the eyes in all frames. Then, face images are scaled
to obtain an inter-ocular distance of 64 pixels and cropped
such that the face region has a size of 168 x 126 pixels. The
face region is then divided into sub-blocks of size 8§ x 6 = 48,
and 18 sub-blocks are discarded as shown with black in Fig. 1,
since they do not carry emotion-related information. In the
remaining (relevant) blocks, we extract the LPQ features of
length 256. Finally, the LPQ features of the 30 sub-blocks are
concatenated into a single feature vector, which has a length
of 30 x 256 = 7680.
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Table 1 Single- and multimodal emotion recognition accuracies on
eNTERFACE database for all proposed peak frame selection methods
and the manual peak frame selection based on leave-one-subject-out
cross-validation technique

Method Recognition accuracy

Audio (%) Video (%) Fused (%)
Manual selection 72.95 47.05 79.57
MAXDIST 72.95 38.22 76.94
DEND-CLUSTER 72.95 40.00 78.26
EIFS 72.95 39.38 76.08

The decision-level fusion uses the weighted product rule with W; =
1, W =2

Table 2 Confusion matrix for the 6 basic emotions using eNTERFACE
database for the audio modality

A D F H Sa Su
A 88.37 1.40 3.26 2.33 2.33 2.33
D 5.58 71.16 6.98 4.19 6.05 6.05
F 7.44 9.77 64.19 4.65 7.44 6.51
H 6.98 4.65 1.86 75.35 6.98 4.19
Sa 3.26 6.51 5.12 6.05 72.56 6.51
Su 4.19 5.12 7.44 6.51 10.70 66.05

Numbers are given in percentages, and the average accuracy is 72.95 %.
The row and column labels indicate true and estimated emotion labels,
respectively. A anger, D disgust, F fear, H happiness, Sa sadness, Su
surprise

The bold numbers indicate the correct accuracies for each emotion

Table 3 Confusion matrix for the 6 basic emotions using eNTERFACE
database for the video modality with DEND-CLUSTER peak frame
selection method

A D F H Sa Su
A 25.58 13.02 11.16 15.35 12.56 22.33
D 5.58 63.72 7.91 15.81 4.19 2.79
F 17.67 15.81 13.95 9.77 23.26 19.53
H 6.98 14.42 6.05 53.49 3.26 15.81
Sa 12.56 11.63 14.88 6.05 37.67 17.21
Su 14.42 5.12 11.63 13.49 9.77 45.58

Numbers are given in percentages, and the average accuracy is 40.00 %
The bold numbers indicate the correct accuracies for each emotion

3.1 Experiments on eNTERFACE database

In Fig. 6, an example sequence expressing happy emotion is
provided to visually compare the three peak frame selection
methods and the manually selected peak frames. We can see
that the automatic peak frame selection methods are mostly
successful at selecting the frames at which emotions have
maximum intensity. However, sometimes frames with lower
intensities are also seen (e.g., frame 33 in DEND-CLUSTER
method).
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Table4 Confusion matrix for the 6 basic emotions using eNTERFACE
database after audio-visual decision-level fusion

A D F H Sa Su
A 89.30 0.93 4.19 2.33 1.40 1.86
D 2.79 80.93 7.91 3.72 2.33 2.33
F 6.51 8.37 68.37 3.26 7.44 6.05
H 3.26 3.72 0.93 84.19 4.19 3.72
Sa 2.79 4.19 6.98 1.86 76.28 7.91
Su 3.26 2.33 7.44 5.12 11.16 70.70

Numbers are given in percentages, and the average accuracy is 78.26 %.
The decision-level fusion uses the weighted product rule with W; =
1,W, =2

The bold numbers indicate the correct accuracies for each emotion

The experimental results on eNTERFACE database for
three peak frame selection methods (MAXDIST, DEND-
CLUSTER, and EIFS) along with the manual peak frame
selection are given in Table 1, using leave-one-subject-out
cross-validation method for subject independence. The maxi-
mum and minimum number of frames per clip are 171 and 26,
respectively (i.e., clip length is between 1 and 7 s). In all peak
frame selection methods, we chose K = 6 peak frames from
each video clip and used the average of the feature vectors
of peak frames. Selecting multiple peak frames and averag-
ing their visual feature vectors also help to reduce the effects
of emotion-independent lip motion corresponding to speech.
We can see that DEND-CLUSTER method gives the high-
est average emotion recognition rate for the video modality
(40.0 %) even though it is not as high as emotion recognition
rate when peak frames are selected manually (47.05 %). We
also tested smaller or larger values of K (e.g., 4, 10, 15) and
received 1-2 % lower accuracies. Therefore, using K = 6
peak frames was reasonable for video clips of length 1-7s.
The audio modality gives an average emotion recognition
rate of 72.95 % and is more successful as compared to video
modality (40.0 %) on the eNTERFACE database.

The confusion matrices for the audio, video, and fused
results are given in Tables 2, 3, and 4, respectively. It is
easy to see that fusion always improves the recognition accu-
racy; the happiness and disgust benefit the most (with almost
10 % increase in their recognition rates). The comparison of
our method with the existing methods is given in Table 5.
We can observe that among the methods which use subject-
independent cross-validation (last four rows), our method
performs the best in terms of the audio-visual emotion recog-
nition accuracy and the second best in terms of visual emotion
recognition accuracy.

3.2 Experiments on BAUM-1a database

In this section, we present our experimental results on the
BAUM-1a Turkish audio-visual database [18], which has
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Table 5 Comparison of the proposed audio-visual emotion recognition
method and other methods in the literature using eNTERFACE database

Table 7 Confusion matrix for the 5 basic emotions using BAUM-1a
database for the audio modality

Method Audio accu- Video accu- Audio-visual
racy (%) racy (%) accuracy (%)

Paleari [19] 35.0 25.0 67.0

Wang [27] 38.0 58.0 76.0

Mansoori. [16] 33.0 37.0 71.0

Gajsek [9] 62.9 54.7 71.3

Datcu* [5] 55.9 37.7 56.3

Schuller* [22] 72.5 None None

Kuan* [13] 56.4 52.3 61.1

Our approach* 72.95 40.00 78.26

Subject-independent methods have been marked with *

Table 6 Single- and multimodal emotion recognition accuracies on
BAUM-1a database for all proposed peak frame selection methods and
the manual peak frame selection based on fivefold cross-validation tech-
nique for 5 basic emotions

Method Recognition accuracy

Audio (%) Video (%) Fused (%)
Manual selection 71.70 55.61 74.18
MAXDIST 71.70 46.60 74.42
DEND-CLUSTER 71.70 55.70 74.64
EIFS 71.70 52.06 74.61

The decision-level fusion uses the parameters W) = 1, W, =3

been recorded in our laboratories from 31 subjects. The
experiments have been conducted in two parts. The first
part of the experiments were done using five basic emo-
tions (anger, disgust, fear, happiness, and sadness) so that
results can be compared with the eNTERFACE database.
The second part of the experiments additionally includes
boredom and two mental states, interest and unsure (includ-
ing confusion). In all the experiments, we used a fivefold
subject-independent cross-validation strategy.

The single- and multimodal emotion recognition accu-
racies on BAUM-1a database for five basic emotions are
given in Table 6. We can observe that the audio-based
emotion recognition accuracy is 71.70 %, which is quite
similar to the eNTERFACE database (73 %). The highest
video-based emotion recognition rate is achieved using the
DEND-CLUSTER peak frame selection method (55.70 %).
The highest audio-visual emotion recognition accuracy is
74.64 % on the BAUM-1a database. The confusion matri-
ces for the audio-only, video-only, and fusion experiments
are given in Tables 7, 8, and 9, respectively. We can see that
there are significant increases in the recognition rates of fear
and disgust after fusion as compared to the audio modality
(13 % increase in fear and 7 % increase in disgust).

The single- and multimodal emotion recognition accura-
cies on BAUM-1a database for 8§ emotions and mental states

A D F H Sa
A 87.88 6.26 1.82 0.00 4.04
D 10.00 73.33 5.00 3.33 8.33
F 23.69 8.19 46.62 7.00 14.50
Ha 10.00 6.19 12.38 60.57 10.86
Sa 2.00 2.50 5.33 0.00 90.17

Numbers are given in percentages, and the average accuracy is 71.70 %
The bold numbers indicate the correct accuracies for each emotion

Table 8 Confusion matrix for the 5 basic emotions using BAUM-1a
database for the video modality with DEND-CLUSTER peak frame
selection method

A D F H Sa
A 53.38 17.95 13.91 12.93 1.82
D 5.83 75.33 0.00 11.50 7.33
F 27.02 7.83 41.90 6.67 16.57
H 17.05 9.52 6.67 62.76 4.00
Sa 17.67 18.44 18.78 0.00 45.11

Numbers are given in percentages, and the average accuracy is 55.70 %
The bold numbers indicate the correct accuracies for each emotion

Table 9 Confusion matrix for the 5 basic emotions using BAUM-1a
database after audio-visual decision-level fusion

A D F H Sa
A 87.47 6.26 2.22 0.00 4.04
D 5.00 80.83 5.00 5.83 3.33
F 27.40 4.50 59.10 4.50 4.50
H 10.00 6.67 13.99 59.63 9.71
Sa 2.00 2.50 5.33 4.00 86.17

Numbers are given in percentages, and the average accuracy is 74.64 %.
The decision-level fusion uses the weighted product rule with W; =
1, W =3

The bold numbers indicate the correct accuracies for each emotion

are given in Table 10. We can observe that the audio channel
has a much higher average recognition rate (63.53 %) than
the video channel (36.33 %). It is worth noting that DEND-
CLUSTER peak frame selection method is more successful
than the manual peak frame selection method. This may be
due to the fact that the subjects in BAUM-1a database were
not very successful in reflecting the target emotions and men-
tal states on their facial expressions, since they were not
professional actors and were not instructed to exaggerate.
They generally have subtle facial expressions, which make
it difficult to recognize the expression even for humans.

4 Conclusion

We presented a fully automatic multimodal emotion recog-
nition framework based on three novel peak frame selection
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Table 10 Single- and multimodal emotion recognition accuracies on
BAUM-1a database for all proposed peak frame selection methods and
the manual peak frame selection based on fivefold cross-validation tech-
nique for 8 basic emotions/mental states (W, = 3 in decision-level
fusion)

Method Recognition accuracy

Audio (%) Video (%) Fused (%)
Manual selection 63.53 31.32 65.44
MAXDIST 63.53 26.30 65.06
DEND-CLUSTER 63.53 36.33 64.80
EIFS 63.53 29.55 64.51

approaches from the video channel. Selection of peak frames
(i.e., apex frames) is an important preprocessing step for
facial expression recognition, since other frames have less
information relevant to emotion to be recognized and may
decrease the recognition rate. Experimental results provided
on two audio-visual emotional databases: eNTERFACE
[17] and BAUM-1a [18] are promising. We can achieve a
subject-independent audio-visual emotion recognition rate of
78.26 % on eNTERFACE dataset, which is, to the best of our
knowledge, higher than the audio-visual results reported in
the literature. The visual recognition rate can be improved by
using other appearance-based features for facial expression
representation at the selected peak frames. The investiga-
tion of the effects of lip motion due to speech on the facial
expression recognition performance is another direction for
future research. We also plan to test the proposed method on
spontaneous databases [7, 18].
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