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Abstract This article proposes an efficient automated
method for facial expression recognition based on the his-
togram of oriented gradient (HOG) descriptor. This subject-
independent method was designed for recognizing six pro-
totyping emotions. It recognizes emotions by calculating
differences on a level of feature descriptors between a neutral
expression and a peak expression of an observed person. The
parameters for the HOG descriptor were determined by using
a genetic algorithm. Support vector machines (SVM) were
applied during the recognition phase, whereat one SVM clas-
sifier was trained for one emotion. Each classifier was trained
using difference vectors obtained by subtraction of HOG
feature vectors calculated for the neutral and apex emotion
subjects image. The proposed method was tested by using a
leave-one-subject-out validation strategy for 106 subjects on
1232 images from the Cohn Kanade, and for 10 subjects on
192 images from the JAFFE database. A mean recognition
rate of 95.64 % was obtained using the Cohn Kanade data-
base, which is higher than the recognition rates for almost all
other single-image- or video-based methods for facial emo-
tion recognition.
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1 Introduction

Facial expressions are facial changes that represent a person’s
emotional states (i.e., human emotion), intentions, or social
communication [30]. Researchers focus on recognizing the
following prototypical emotional states, namely ‘Disgust,
‘Anger,” ‘Surprise,” ‘Fear,” ‘Happiness,” ‘Sadness,” and some-
times even ‘Neutral” emotions. Generally, a computer system
for automatic emotion recognition consists of three modules
[31]: a face acquisition module, facial data extraction accom-
panied by a feature selection module, and a facial expression
recognition module.

Generally, emotion recognition methods first describe
a face either by geometrically based (e.g., active appear-
ance models—AAM [8]) or appearance-based features (e.g.,
local binary patterns—LBP [18], local ternary patterns—
LTP, Gabor filters [14], binary features [15]). Afterward, the
facial expression is recognized by using the constructed fea-
ture vectors either indirectly as a collection of facial action
units (see FACS system [9]) or directly as one of the proto-
typical emotions [30], whereat very diverse classifiers were
used ranging from k-nearest neighbor (kNN) [34], family of
Bayes classifiers [4], support vector machines (SVM), hid-
den Markov model (HMM) [32], etc., combined by principal
component analysis (PCA), independent component analysis
(ICA) [2], and linear discriminant analysis (LDA). It should
be stressed that recognition approaches may also be clas-
sified as frame-based or video sequence-based, depending
on whether temporal information is used [30]. The more
important methods for facial expression recognition are sum-
marized in Table 7. They are accompanied by their key
features, some information about the validation procedure,
and recognition accuracies typically calculated on the Cohn
Kanade (CK) database.
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This article proposes a method for recognizing facial
expressions from two images (a neutral image and image with
peak facial expression) based on the texture information. The
method observes changes or gradient information between
these two images. Recently, a histogram of oriented gradi-
ent (HOG) descriptor has attracted the attention of the facial
expression recognition research community due to its invari-
ance to geometric (except object orientation) and photomet-
ric transformations. This texture descriptor has been applied
in several methods for human emotion recognition from a
single 2D facial image, e.g., in [7,14,23,34]. The highest
recognition rate amongst them was obtained in [34] by com-
bining the HOG descriptor and the Weber local descriptor
(WLD), whereas kNN was used as classifier. Despite recog-
nition rates of above 95 % (see [7] and [34]), it is believed
that algorithms’ robustness (and eventually recognition rates)
would increase if additional information were to be provided
during the recognition process. This is especially apparent by
recognizing spontaneous facial expressions that are usually
much harder to recognize compared with acted expressions.
Additional information could be brought into the recognition
process by inspecting two or more facial images (e.g., video)
of a particular person expressing emotion.

Several so-called video sequence-based methods, which
exploit temporal information, have been reported in the lit-
erature. Michel et al. [22] developed a system based on
feature displacements between neutral and peak expressions.
A set of important facial landmarks are tracked in the input
video, which are hand-labeled in the first frame. Valstar et
al. [32] tracked a set of 20 fiducial points to model the tem-
poral activations of different AUs in an input video. They
reported 95.3 % recognition accuracy for 22 AUs for posed
facial expressions (72 % for spontaneous). Fang et al. [12]
developed a dynamic framework which observes salient
information extracted from successive frames in a video. The
best recognition rate at 71.57 % was obtained on a dataset
comprised of spontaneous facial expressions with the near-
est neighbor classifier based on fuzzy sets. Siddiqi et al. [29]
extracted facial movements using optical flow in combina-
tion with a stepwise LDA. Using the HMM classifier, they
reported a 99.33 % recognition rate, but the experiments were
done for ten subjects only.

It can be seen that many video sequence-based methods
rely on feature point-tracking mechanisms (or on fitting a
facial model, to a specific frame—this is not the focus of
this article), which can mean a lot of extra processing time.
The motivation for this work is to show that by observing
changes (gradients) between two selected frames and with
minimal additional processing time with respect to single-
image-based methods, state-of-the-art recognition accuracy
can be obtained. A computationally more efficient method
than video-based methods is proposed in this article, since
information is extracted from just two facial images of an
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observed person, while at the same time preserving all the
advantages of texture-single-image-based methods, whereas
comparable recognition accuracy as state-of-the-art meth-
ods is obtained. This subject-independent method, based on
HOG descriptors, recognizes the emotions by calculating dif-
ferences on a level of feature descriptors between the neutral
expression and peak expression (apex) of an observed person.
Our method indeed follows the idea of motion-based meth-
ods (see Table 7), but here the displacements between feature
vectors are measured and not between geometric features
or intensity images. This method is designed for recogniz-
ing six prototypical emotions, whereas one SVM classifier is
trained for one emotion. The key novelties of our approach
are in (1) automated emotion recognition based on com-
paring the HOG descriptor’s feature vectors for two facial
images, where one contains the subjects neutral expression
and one his/her peak expression (in contrast, the method
in [22] observes the displacements of geometric features
between neutral and peak images), (2) a genetic algorithm
for HOG descriptor parameter selection, and (3) the method
as a whole.

2 Proposed algorithm

Our proposed method follows the typical three-modular
structure of computer systems for emotion recognition.

2.1 Face acquisition module

The Viola-Jones detector [33] is used to roughly locate a face
in the input grayscale image (color images should first be
transformed into grayscale). Next, a possible in-plane rota-
tion of the face is eliminated. This elimination is based on
accurate locations of eyes and nose. Since the Viola-Jones
detector proved to be insufficiently accurate, an AAM from
[26] was applied instead of the bounding box with the face.
Afterward, the coordinates of the eyes and nose obtained
from the AAM were used to remove in-plane facial rotation.
Finally, the extracted image was scaled to a predefined size
of 130 x 150 pixels. Figure 1 depicts this intermediate result
on the sample image.

It can be seen from Fig. 1 that the extracted facial image
still contains several unwanted features such as hair and ears,
which might significantly influence the recognition proce-
dure. That is why the face should be accurately clipped out
of the image. Our clipping procedure is based on the fact that
the human face resembles an ellipse. The center of the ellipse
was calculated during our research by using eyes and nose
locations (see Fig. 2a). The longer ellipse axis was defined
as the distance from the ellipse center to the bottom of the
image. On the other hand, the shorter axis was determined by
searching the local minima of the intensity function on the
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Fig. 1 Face acquisition module: a face detection, b AAM model fitting, ¢ registration, and d cropped face
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Fig. 2 Face approximation using an ellipse: a cropped face, with the

marked ellipse center, b ellipse and both axes, ¢ final approximated
facial image

left and right sides of the ellipse center in the y direction. If
no such minima was found, the smaller axis was set to half of
the image width (see Fig. 2b). Finally, the calculated ellipse
was used for accurately extracting the face from the image
(see Fig. 2c¢).

Let us emphasize that our input images were not addi-
tionally preprocessed during this research. In the case of the
presence of noise in the images, such interference would of
course need to be removed.

2.2 Facial regions description using the HOG descriptor

Although the AAM was used for face extraction, no infor-
mation regarding the geometric features obtained from the
AAM was used for building the feature vector for emotion
recognition. It should be stressed that the used AAM model
had a small number of key points, which means that the model
quickly fitted to the image, but on the other hand, it was insuf-
ficiently detailed for emotion recognition. Besides, the AAM
models are not the topic of this research. Consequently, the
extracted facial region is described by the HOG descriptor.
Recently, this descriptor has played an important role
within the field of facial expression recognition (see Table 7
and the previous section). The strength of this descriptor is in
its invariance to geometric and photometric transformations
(except object rotation), which is particularly important for
unevenly illuminated scenes. The HOG features are extracted
by dividing the image into small regions called ‘cells,” then

computing a histogram of gradient directions over pixels in
the cell. Finally, the facial image is represented by concate-
nation of these histograms. For improved performance, the
local histograms are normalized to local contrast by calcu-
lating a measure of the intensity over larger spatial regions
called ‘blocks,” where this calculated measure is used to nor-
malize all cells within the block. The normalization results
are more invariant to changes in illumination and shadowing
[14] (for details about HOG, see [6]).

2.3 Facial expression recognition

The feature vectors obtained in the previous module are not
fed directly into the classifier, but rather an idea is followed,
as described in this section. If the neutral image (i.e., an
image in which a subject does not express any emotion) and
the so-called emotion image (i.e., the image in which a sub-
ject expresses emotion) are compared, then those differences
that emerge due to expressing emotion can be easily captured
and advantageously used within the recognition process. Two
variants were experimented on with, namely (1) compari-
son on a pixel level and (2) comparison on a feature vector
level. In the first variant, the difference between both images
was calculated (only the extracted face region was consid-
ered) and afterward this difference image was described by
the HOG descriptor and fed into the classifier. However, a
subtraction of images introduces noise at the border of the
ellipse used for face approximation. The HOG descriptor
gives greater importance to these phantom-strong gradients,
thus leading to poor classification results. This approach was
thus rejected.

Therefore, the second variant was developed within a
functioning system. Firstly, the difference A between the
feature vectors calculated for the emotional image (i.e., fea-
ture vector E) and the neutral image (i.e., feature vector N)
was calculated in this approach as A = E — N. Figure 3
demonstrates the concept of difference vector calculation.

These so-called difference vectors were then directly fed
into a classifier. SVMs were selected as classifiers during this
research due to their huge nonlinear classifying capabilities.
Six SVMs were constructed in this research, one for each pro-
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Fig. 3 Calculation of difference vector A

totyped emotion. During the training phase, SVM was trained
by a subset of feature vectors for this particular emotion (i.e.,
positive examples) and by a subset of feature vectors of all
the remaining emotions (i.e., negative examples). During the
recognition phase, the subjects’ facial images (i.e., neutral
and emotion images) were first described by feature vectors;
then, the difference vector was calculated, and afterward, this
vector was fed into each trained SVM. The SVM returning
the highest probability was the winner, and consequently, the
subject was marked as expressing such an emotion for which
the winning SVM was trained. It should be emphasized that
our SVM classifiers do not need to be trained by testing sub-
jects’ images. Actually, our approach generalizes to novel
subjects very well (i.e., subjects not within the training set),
which will be demonstrated in the results section.

2.4 Parameter tuning

Our method has several parameters, where the setting of a
HOG appearance descriptor is crucial for better recogni-
tion accuracy. The real-value-coded genetic algorithm (GA)
[5,35] was used during this research for the selecting of HOG
descriptor parameters. At the beginning, a population (i.e.,
solutions to the problem) is randomly initialized and after-
ward evolved into final solutions by using genetic operators.

A population of size 20, a one-point crossover, and roulette
wheel selection were applied during this research. Within
each generation of the GA algorithm, a small subset of sub-
jects (in our case 10 %) was chosen from the validation data-
base. This subset was used to evaluate the current population
of HOG descriptor parameters. The evaluation was carried
out as follows. Firstly, the subset was divided into learning
and testing sets. Afterward, our algorithm was trained on

the learning set, followed by testing on the testing set. The
obtained evaluation results on the testing set were then used
as the fitness function within the GA algorithm. The better
individuals found by the GA algorithm determined the HOG
descriptor parameters. It should be stressed that each individ-
ual defined one setting of the HOG descriptor parameters.

3 Results

Our method being designed for recognizing six prototyping
emotions (i.e., ‘Disgust,” ‘Anger,” ‘Surprise,” ‘Fear,” ‘Happi-
ness,” and ‘Sadness’) was validated on the CK [16,20], and
the japanese female facial expression (JAFFE) [21] database.
The CK database is well established and more often cited
within the emotion recognition research field consisting of
593 image sequences from 123 subjects. All sequences are
fully FACS-coded, while some are also labeled with the
prototypical emotion. Only those sequences where the emo-
tion label was available were selected for our experiments.
In this way, 106 subjects were included during our study.
Image sequences for each subject could have annotations
ranging from one to six prototypical emotions. These image
sequences were then sampled as follows. Three peak frames
(i.e., frames around the apex) and one neutral image were
selected from each sequence. Such sampling resulted in 1232
images being available for the evaluation procedure. Table 1
presents the number of images per emotion used during our
evaluation. On the other hand, the JAFFE database consists
of 213 images from 10 subjects. All images are labeled with
the prototypic emotion (i.e., six prototypic emotions and neu-
tral state). All emotion images and one neutral image from
each subject were used during the evaluation procedure.
Our recognition algorithm is based on a set of parameters,
the setting of the HOG descriptor’s parameters being particu-
larly important. The GA algorithm was used for tuning these
parameters, as described in Sect. 2.4. The better ten HOG
descriptor parameters’ settings, ranked from the best to the
worst, are gathered in Table 2 for the CK database, while the
best setting of the HOG parameters for the JAFFE database
is in Table 3 (other settings and results are omitted due to
limited article size). The operation of our recognition algo-
rithm is also significantly affected by SVM machines. The
LibSVM toolbox [3] was used to implement SVM machines
during this research. A SVM with a radial basis function ker-
nel was selected due to the encouraging results for the facial
expression recognition problem (see [28] and [22]).

Table 1 Number of images per

emotion from CK and JAFFE Database Neutral Disgust Anger Surprise Fear Happiness Sadness X
databases used in our CK 308 177 135 187 75 204 84 1232
experiments

JAFFE 10 29 30 29 32 31 31 192
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Table 2 The better ten settings of HOG descriptor parameters as found
by the GA algorithm for the CK database

No. Bins Cell Block Orientation™ Clip
size (px) size value
1 11 15 2 1 0.20
2 11 14 2 1 0.56
3 9 16 2 1 0.20
4. 8 16 2 1 0.16
5. 9 16 4 1 0.93
6 9 16 2 1 0.50
7 8 13 4 1 0.33
8 8 13 4 1 0.52
9. 16 13 4 1 0.70
10. 9 16 2 0 0.20

Settings are ranked with respect to recognition accuracy in GA from
the best to the worst
*QOrientation: 1—signed (0°-360°), 0—unsigned (0°-180°)

Table 3 The best setting of HOG descriptor parameters as found by
the GA algorithm for the JAFFE database

No. Bins  Cellsize Block Orientation®*  Clip value
(px) size
1. 11 13 4 1 0.25

*Orientation: 1—signed (0°-360°), O—unsigned (0°-180°)

The established metric ERR (i.e., emotion recognition
rate) was used from the literature for evaluating our algorithm
recognition accuracy. This metric ERR, which in the litera-
ture can also be referred to without abbreviation, is defined
as:

where ZLCOH is the number of correctly classified images,
and ) ; is the total number of all images for the selected
emotion i.

Our evaluation was carried out by the so-called leave-
one-subject-out strategy. Let’s detail this strategy. Firstly, all
images of the selected subject are left out during the current
evaluation iteration. The remaining images are then used for
training SVM machines. Finally, all the subjects’ images are
used for assessing the algorithms recognition accuracy. As
described above is carried out for all subjects, and finally, the
results of all iterations are simply combined. Table 4 presents
the calculated emotion recognition rates for the six prototyp-
ing emotions for our algorithm for the CK database, where
each column presents the recognition rates for each particular
emotion. The results are presented for the better ten set-
tings of HOG descriptor parameters (see also Table 2 for the
explanation), where each row presents the calculated emo-
tion recognition rates for each particular setting. The mean
emotion recognition rates and their corresponding standard
deviations are calculated both with respect to the particular
emotion and the HOG descriptor setting. The better results
within each category are marked as bold. On the other hand,
Table 5 presents the recognition results for JAFFE database
for the best setting of HOG parameters.

4 Discussion and conclusion

The results are analyzed and compared to the state-of-the-art
methods in this section. Firstly, an experiment was con-
ducted that confirmed that our method using neutral and
one emotional (apex) images performs better than the same
procedure using just one single emotion image (i.e., single-

Zi’cm image version). The latter means that the same algorithm
ERR; = Ti’ @) was applied where the feature difference vector A was sub-
Vrl::::i:r i?gggiiﬁ;)gfgﬁﬁg No. Disgust Anger Surprise Fear Happiness Sadness X o
six prototypic emotions 1. 98.31 9407  98.80 82.67  100.00 10000 9564 6.13
(columns) and the better ten
settings of HOG descriptor 2. 96.61 9333 98.80 84.00  100.00 98.81 95.26 5.48
(rows) for CK database 3. 96.61 94 .81 98.80 82.6 100.00 96.43 94.89 5.72
4. 96.61 94.07 98,80 78.67 100.00 91.67 93.30 7.11
5. 97.18 89.63 98.39 77.33 100.00 94.05 92.76 7.67
6. 96.61 89.63 97.19 77.33 100.00 95.24 92.66 7.54
7. 97.74 91.85 98.80 70.67 100.00 96.43 92.58 10.13
8. 97.74 91.85 98.39 70.67 100.00 96.43 92.51 10.09
9. 96.05 85.93 98.39 74.66 100.00 97.62 92.11 9.04
10. 96.05 90.37 97.59 68.00 100.00 88.10 90.02 10.66
x 96.95 91.55 98.40 76.67 100.00 95.48
0.72 2.59 0.54 5.31 0.00 3.31

Mean (x) and standard deviation (o) values are calculated for the particular emotion and HOG descriptor

setting. The higher rates are marked as bold

@ Springer



$250

SIViP (2015) 9 (Suppl 1):S245-S253

Table 5 Emotion recognition rates for our algorithm for the six prototypic emotions (columns) and the best setting of HOG descriptor for JAFFE

database
No. Disgust Anger Surprise Fear Happiness Sadness X o
1. 75.86 86.66 93.10 90.62 96.77 83.87 87.82 6.78

Mean (x) and standard deviation (o) values are calculated

Table 6 Emotion recognition rates for the proposed algorithm without feature vector differences (i.e., single-image version) for the six prototypic
emotions (columns) and the best setting of HOG descriptor for JAFFE and CK databases

Database Disgust Anger Surprise Fear Happiness Sadness x o
CK 96.61 88.89 98.39 78.67 99.51 86.90 91.49 8.13
JAFFE 58.62 83.33 68.97 56.25 77.41 48.39 65.50 13.40

stituted during the recognition phase by the HOG descriptor
vector calculated on the emotional image. The results of this
experiment for the best setting of HOG descriptor parameters
are collated in Table 6 for both databases. When comparing
Tables 4 and 6, and Tables 5 and 6, it can be seen that our
proposed method outperformed the single-image version of
our algorithm on both databases. The mean recognition rate
improvement for CK was around 4 %, while for JAFFE it was
roughly 20 %.

Let us analyze the recognition accuracy of our proposed
method for facial expression recognition based on HOGs and
the feature vector differences. The mean recognition rate of
our method for the best setting of the HOG descriptor (see
row 1 in Table 4) was 95.64 % for the CK database. When
using this setting, the emotions ‘Happiness’ and ‘Sadness’
were recognized with 100 % accuracy, with slightly devi-
ated recognition rates for emotions ‘Surprise’ and ‘Disgust’
at 98.8 and 98.31 %, respectively, followed by an accept-
able 94.07 % recognition rate for ‘Anger,” while the emotion
‘Fear’ was recognized with just 82.67 % accuracy. It should
be stressed that if the accuracy of our method were to be
calculated as a ratio between the number of correctly clas-
sified images (897) and the total number of testing images
(924), then the recognition rate would be 97.10 %. One of
reasons for a slightly lower recognition accuracy for the emo-
tion ‘Fear’ could be found in the smaller number of images
available within the CK database for the learning and test-
ing of this emotion (see also Table 1). Some psychological
experiments have demonstrated that similar muscle activities
are noticed when expressing emotions ‘Fear,” ‘Disgust,” and
‘Anger.” Detailed analysis of our classifier pointed out that
the emotion ‘Fear’ was regularly misclassified either as the
emotions ‘Disgust’ or ‘Anger.” A similar trend of recogni-
tion results was also noticed for JAFFE database. Otherwise,
the results are slightly lower than for CK database, which is
a consequence of the not as expressive emotions on images
from the JAFFE database.

Let us also assess the time complexity of our proposed
recognition procedure based on HOG descriptors. Training
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SVM machines is certainly very time-consuming and can
take several hours. However, it should be stressed that this
learning phase is carried out off-line within real-world appli-
cations. On the other hand, once the classifier is trained, the
recognition phase executes practically in the real time. It
should be stated that facial expression recognition by using
our procedure implemented in C++ requires approximately
65ms of CPU time per image on today’s typical computer
system with an Intel Core i5-4570 processor having a 3.2 GHz
system clock and 16 GB of DDR3 SDRAM.

Our recognition method was also compared to the facial
expression recognition methods from the literature. Table 7
presents the recognition accuracies of the compared methods
accompanied by key features of the methods, used classi-
fiers, and some information about the validation procedure.
The methods are ordered according to their mean recogni-
tion rates. Our proposed method (marked bold) has also been
added to this table for easier comparison. It can be seen that
our approach with respect to recognition accuracy surpassed
practically all methods except three, and also that the best
results were obtained on the CK database. The method in
[29] resulted in 99.33 % recognition accuracy, but it should be
stressed that videos from just ten subjects were used (unlike
106 subjects used in our research). The method in [19] is
a pure video-based facial expression recognition approach.
This means that this method exploits (and requires) more
information than ours, a difference is also in the different val-
idation procedure where the method in [19] randomly selects
60 subjects for learning and 33 subjects for testing over 10
runs. The second method in [34] outperforms our proposed
approach with respect to recognition accuracy by just 0.22 %.
Both methods are based on HOG descriptors, while using
different classifiers. The method in [34] is single-image-
based, while ours is based on a comparison between two
images. It should be stressed that both methods were devel-
oped independently of each other. The main difference is in
the validation procedures. Only 32 subjects with 6 images
per emotion were applied in [19], in contrast to a bigger pop-
ulation of 106 subjects with just 3 images per emotion used in
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Table 7 Comparison between the recognition accuracy of the proposed method with state-of-the-art methods

Method Facial features Classifier* Performance
Input** Emotions Database Samples Recognition
rate (%)

[29] SWLDA + HMM VI 6 CK 10 Subjects videos 99.33
optical flow

[19] Spatial filters + SVM VI 6 CK 317 Videos 97.80
ICA

[34] HOG + WLD kNN SI 7 CK 1344 Images 95.86

Our method HOG difference SVM FI(2) 6 CK 1232 Images 95.64
vector

[32] Geometric Gentle SVM + VI 22 AUs MMI 244 Videos 95.3
features HMM

[7] HOG of SVM SI 6 CK N/A 95.00
important facial
features

[13] Gabor wavelets DCA VI 10 N/A N/A 94.13
+ LDA

[37] LBP-TOP SVM + VI 6 CK 374 Videos 93.85

Adaboost

[27] Motion units kNN SI 4 CK 212+ Images 93

[14] LBP SVM SI 7 CK 1240 Images 92.9

[15] HDBEF + local Convolutional SI 7 CK 327 Images 91.3
FDA NN

[36] Pixel intensity of kNN + HMM VI 6 CK 488 Videos 90.7
face

[17] Gabor features SVM SI 6 JAFFE N/A 88.1

Our method HOG difference SVM FI(2) 6 JAFFE 192 Images 87.82
vector

[11] Log-Gabor filters RHF VI 6 CK 344 Videos 87.10

[24] Face projections NN SI 7 CK 97 Images 86
on eigenspace

[1] Spatiotemporal Weighted kKNN VI 4 CK 25 Videos 85.0
vectors

[23] HOG features of SVM and DT SI 5 CK 300 Images 83.3
log-likelihood
maps

[25] Frontal and Rule-based SI 9 MMI 196 Images 83
profile facial
points

[10] 24 Facial points DBN VI 6 Mind reading 164 Videos 77.4

DVD

[38] 34 Points Nonlinear SI 6 JAFFE 183 77
converted to a canonical
labeled graph correlation

analysis

[4] Motion units TAN VI 6 CK 53 Videos 73

[22] Feature SVM VI 6 CK 75 Videos 71.8
displacements

(neutral-peak)

*Classifier: TAN tree augmented naive Bayes, DT decision trees, RHF randomized hough forest, WLD Webber local descriptor, DBN dynamic
Bayesian network, DCA dynamic cellular automata, SWLDA stepwise linear discriminant analysis, HDBF high dimensional binary features
**Input: FI(N) N images from video, S/ single image, VI video
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our validation. In addition, the authors in [19] used half of the
subjects’ emotions (randomly selected) for training and the
remaining emotions for testing over four runs. In this way,
the classifier dealt with images of the same subject during
the learning and testing phases. Indeed, images of particular
subject used for training were from those emotions not used
when testing the remaining images of this subject, but such
an evaluation might still influence recognition accuracy.

Our proposed method differs from the single-image-
based methods in a way that utilizes information from the
additional image (i.e., neutral image). This idea signifi-
cantly improves facial expression recognition accuracy (see
Table 7), despite the fact that our method does not apply any
advanced preprocessing routines, no special feature weight-
ing, no advanced recognition approaches or supplements
(e.g., Adaboost, LDA, ICA, .. .). It applies just sophisticated
HOG parameter selection by using a real-coded genetic algo-
rithm. All the previously mentioned can of course be used
as future work directions. A recognition rate higher than the
recognition rates for practically all the other compared single-
image- or video-based methods was obtained by simple sub-
traction of the HOG feature vectors calculated for the neutral
and apex emotional images for the CK database. The same
is true, if the JAFFE database is considered.

It should also be emphasized that our proposed method is
fully automatic and needs no manual input. This method is
person independent and generalizes very well when recog-
nizing facial expressions for those new persons not used
during the training period. The main research direction fore-
seen for future work is namely that our method could be
upgraded by an intelligent sub-feature selection procedure
(i.e., a procedure for selecting the more important blocks in
the HOG descriptor).
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