
SIViP (2014) 8 (Suppl 1):S49–S61
DOI 10.1007/s11760-014-0708-6

ORIGINAL PAPER

Random forest-based tuberculosis bacteria classification in images
of ZN-stained sputum smear samples

Selen Ayas · Murat Ekinci

Received: 15 May 2014 / Revised: 22 September 2014 / Accepted: 9 October 2014 / Published online: 24 October 2014
© Springer-Verlag London 2014

Abstract The World Health Organization suggests visual
examination of stained sputum smear samples as a prelimi-
nary and basic diagnostic technique for diagnosing tubercu-
losis. The visual examination process requires much time of
laboratorian, and also, it is prone to mistakes. For this pur-
pose, this paper proposes a novel random forest (RF)-based
segmentation and classification approaches for the automated
classification of Mycobacterium tuberculosis in microscopic
images of Ziehl–Neelsen-stained sputum smears obtained
using a light-field microscope. The RF supervised learn-
ing method is improved to classify each pixel depending
on local color distributions as a part of candidate bacilli
regions. Therefore, each pixel is labeled as either a candidate
tuberculosis (TB) bacilli pixel or not. The candidate pix-
els are grouped together using connected component analy-
sis. Each pixel group is then rotated, resized and centrally
positioned within a bounding box, respectively, in order to
utilize appearance-based tuberculosis bacteria identification
algorithms. Finally, each region is classified by using the pro-
posed RF learning algorithm trained on manually marked TB
bacteria regions in the training images. The algorithm pro-
duces results that agree well with manual segmentation and
identification. Different two-class pixel and object classifiers
are also compared to show the performance of the proposed
RF-based pixel segmentation and bacilli objects identifica-
tion algorithm. The sensitivity and specificity of the proposed
classifier are above 75.77 and 96.97 % for the segmentation
of the pixels, respectively. It is also revealed that the sen-
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sitivity increases over 93 % when the staining is performed
in accordance with the procedure. Moreover, these measures
are above 89.34 and 62.89 % for the identification of bacilli
objects. The results show that the proposed novel method is
quite successful when compared to the other applied meth-
ods.

Keywords Mycobacterium tuberculosis · Microscopic
imaging · Pattern recognition · Random forests · Support
vector machines

1 Introduction

Tuberculosis (TB)—one of the major health problems in
the world—is an infectious disease caused by the bacillus
Mycobacterium tuberculosis. The bacilli typically appear
slightly curved or straight rods in microscopy. It has beaded
and occasional branching form and also occurs singly, pairs
or in small clumps. The dimensions of the bacilli are 1–10µm
in length and 0.2–0.6µm in width [1]. Mycobacterium tuber-
culosis and similar microorganisms have acid-fast cell wall,
which makes the cells impervious to acid–alcohol mixture.
Therefore, acid-fast staining technique is used for detection
of acid-fast bacilli (AFB). Ziehl–Neelsen (ZN) staining pro-
cedure is the most common method in acid-fast staining.
AFB appears red–pink, while non-acid-fast region is stained
blue after staining with ZN procedure, which is used by
conventional microscopy [2]. Figure 1 shows an example
of ZN-stained sputum smear image. Another staining pro-
cedure is fluorochrome staining in which bacilli are stained
yellow fluorescence with dark background when observed
with a fluorescence microscope [3]. Fluorochrome staining
is more sensitive and requires lower work effort than ZN
staining. However, the fluorescence microscopes are used in

123



S50 SIViP (2014) 8 (Suppl 1):S49–S61

Fig. 1 Example of ZN-stained sputum smear image (color figure
online)

high-income countries because of greater cost of the equip-
ment [4].

Patients complaints, physical examinations, chest radi-
ographs and tuberculin tests are not sufficient for a definitive
diagnosis in TB suspected cases. Microbiology diagnostic is
required for a definitive diagnosis in such a case. In micro-
biology diagnostic, the tuberculosis is diagnosed by exam-
ining the stained sputum smear. The laboratory clinicians
normally look for the presence of AFB in magnified micro-
scopic images. Three specimens of sputum are drawn from
the patient on two consecutive days and stained with ZN
staining procedure. Experienced laboratory clinician needs
to examine at least 100 field and spends at least five full
minutes for each field [5]. If each slide is not examined care-
fully or is examined too short, AFB will be missed and the
specimens result will be negative when it is actually posi-
tive. Therefore, manual screening is error-prone. Addition-
ally, it is a labor-intensive task because the examination of
each specimen requires visual inspection examination, which
takes a long time [6]. In other words, since the visual exam-
ination with mental concentration is required, the number
of specimens to be inspected is limited for reliable manual
visualization. Consequently, automatic screening speeds up
diagnosis, reduces the workload of laboratory technicians
and decreases error by improving accuracy and sensitivity of
the diagnosis [7].

1.1 Related work

The topic of analyzing microscopic images has become
even more important in recent years. However, most of
the previous approaches focused on microscopic images of
fluorochrome-stained slide samples. Forero et al. [7–9] and
Veropoulos et al. [10] proposed an approach of identification
of TB in fluorochrome-stained sputum smear slide images.

In [7–9], canny edge detection has been applied to micro-
scopic images to segment TB bacilli. Then, closing and
opening from mathematical morphology are used to com-
plete broken edge contours in segmented objects. Several
feature descriptors are obtained from the most frequent bacilli
shapes, and decision based on classification tree, classifica-
tion tree with feature selection and Gaussian mixture model
are used for the identification stage, respectively. Veropou-
los et al. [10] demonstrated edge pixel linkage to segment
bacilli and used feed-forward neural network for classifica-
tion. Besides these studies, a trend in using novel methods in
images of ZN-stained sputum smear slides is available in the
literature. Sadaphal et al. [11] proposed color-based segmen-
tation by using Bayesian segmentation. After that, shape–size
analysis is applied to segmented images to detect bacilli.
Siena et al. [12] applied decorrelation stretching to micro-
scopic images for segmentation and used back-propagation
neural network for detection. Khutlang et al. [13] used two-
class pixel classifiers such as Bayes, Euclidean distance lin-
ear, logistic linear and quadratic to segment candidate bacilli
objects. Geometric transformation invariant features were
extracted, and feature subset selection and Fisher transfor-
mation were used for optimization of the feature set. Two-
class object classifiers such as kNN, Bayes, linear, quadratic,
PNN and SVM were also used to show the performance of
classifiers.

Among these related works, the segmentation process
performs well. However, most of them are related to basis
clustering and thresholding algorithms which use color dif-
ferences in an image. Moreover, instead of using bacilli
appearance, shape–size analysis is utilized in identification
process, and some well-known and frequently used methods
are applied to these extracted features. Therefore, this article
will discuss how novel learning algorithms can be applied to
microscopic images.

In addition, several very known appearance-based learn-
ing methods are implemented to compare the proposed
approach. Gaussian probability density function (GPDF)-
and support vector machine (SVM)-based pixel segmenta-
tion algorithms are separately performed onto same data
set to compare the performance of the proposed RF-based
tuberculosis bacilli pixels segmentation. For the comparison
of the tuberculosis bacilli classification performance of the
proposed RF-based learning algorithm, SVM and artificial
neural network (ANN)-based pattern identification methods
are also accomplished onto the tuberculosis bacilli patterns
data. The comparative results of the segmentation and classi-
fication both obtained with the proposed algorithm and other
methods are quantitatively presented using some quantitative
measurements such as sensitivity, specificity and accuracy
measures.
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1.2 Proposed method

This paper presents novel RF-based method for the auto-
mated pixel segmentation and identification of tuberculosis
bacilli in microscopic images of ZN-stained sputum smears
obtained by using a light-field microscope. A data set includ-
ing 116 images collected from five different slides taken from
various patients was obtained to achieve the experimental
results.

In each training image, the pixels belonging to regions
of tuberculosis bacilli were manually labeled by medical
technician. To minimize the number of pixels manually
marked incorrectly in each image, noisy data elimination
using Mahalanobis distance is also performed by comparing
the RGB color components in the color space of each pixel
with the color distributions. This data set was then divided as
training and test sets for experimental studies. To achieve RF-
based supervised learning algorithm for pixel segmentation,
a training procedure is firstly employed on different two-
class pixels. The first class pixels are constituted with 3 × 3
pixel windows centered on each pixel manually marked as
the part of bacilli region. The other class pixels represented as
non-bacilli pixels are extracted by randomly selecting 3 × 3
windows outside of the bacilli class pixels. Therefore, each
pixel in the ZN-stained images in the test set is automati-
cally labeled by using RF-based supervised learning algo-
rithm either bacilli pixel or non-bacilli pixel. The tuberculo-
sis bacilli pixels are then grouped into the regions by using
connected component analysis. Each region is then rotated,
resized and centrally positioned within 30 × 30 bounding
box, respectively, in order to utilize appearance-based tuber-
culosis bacilli identification algorithms. As a result of the
pixel segmentation, the bounding box can include back-
ground (white color pixels for non-bacilli) and foreground
pixels (RGB color pixels for candidate bacilli region).

Once the image is segmented, only the region of pixels
given same bacilli colors is retained. Figure 2 shows sam-
ple images manually segmented and classified by an expert.
Subsequently, appearance-based tuberculosis bacilli identi-
fication process is then performed for determining which of
them are true bacilli. To achieve the proposed appearance-
based identification algorithm, the regions of the bacilli and
non-bacilli given very similar colors and structures were also
manually marked by technician as shown in Fig. 2b. For
instance, the bacilli in the regions marked with black cir-
cles are not tuberculosis bacilli. The bacilli marked with red
circles are also tuberculosis bacilli. Therefore, we are facing
a two-class classification scheme: a single class of bacilli and
a rejection class for all the rest of the pixel regions. Finally,
the segmented and positioned region (pixels) into the bound-
ing box is classified as either tuberculosis bacilli or not by
using the proposed RF-based learning algorithm. The overall
flowchart of the proposed algorithm is presented in Fig. 3.

(a)

(b)

Fig. 2 Expert guided segmented and classified images of Fig. 1. a
Manually segmented images; the red color pixels represent the candi-
date tuberculosis bacilli pixels. b The red circled objects are tuberculosis
bacilli, and the black circled objects are non-bacilli regions (color figure
online)

2 Methodology

2.1 Feature extraction for pixel segmentation

Training-based pixel segmentation algorithm is proposed
for each pixel classification as either candidate tuberculo-
sis bacilli or background pixels in the images. For that aim,
the proposed RF-based classifier algorithm is trained on color
pixels collected from the bacilli and non-bacilli regions. Each
region consists of nine neighborhood pixels in a 3 × 3 win-
dow. For bacilli region, each 3×3 window is centered around
a pixel, which is manually marked as a bacilli pixel. Non-
bacilli regions are also randomly selected from the outside of
the bacilli class pixels. Therefore, red, green and blue com-
ponents of each 3 × 3 window region are used to produce
color distributions for the bacilli and non-bacilli pixels.

In addition, a noisy pixel elimination is required on the
pixels manually marked. In microscopic images, bacilli seem
like tiny objects when they are compared with original image
size. Although the position of the cursor in the image was
magnified up to a specified ratio, laboratory technician might
click on non-bacilli objects as bacilli objects by mistake.
Therefore, it is required an automated data variation analysis
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Fig. 3 Overview of the
proposed method

to eliminate the pixels given more unfamiliar data than aver-
aged color distribution of the selected pixels. For this reason,
Mahalanobis distances between samples to be used for train-
ing are calculated, and then, noisy data are eliminated. The
noisy data are identified by calculating the Mahalanobis dis-
tance of overall data and then determining a threshold value
which is close the maximum distance.

Mahalanobis distance is a measure of distance between
two n-dimensional random vectors, X and Y . This metric is
defined as follows:

dn(X, Y) =
√

(X − Y)T × ε−1 × (X − Y) (1)

where T denotes matrix transpose, and ε denotes the com-
mon covariance matrix. Unlike other distance metrics, it takes
into account the data distribution, in other words covariance
between variables. Also, it maximizes the distances between
variables with different labels, while minimizing the distance
between variables labeled similarly. Therefore, it is chosen
as an appropriate distance metric [14].

In order to make the coefficient of each element in the
mask different, the bivariate GPDF is fitted to 3 × 3 mask,
and so, the numerical coefficient of each element begins to
decrease with distance from the center. Finally, twenty-seven
dimensional feature vector is obtained for each pixel man-

ually marked and randomly selected because of using RGB
color model.

2.2 Feature extraction for bacteria classification

The main idea of the appearance-based approach is to learn
template characteristics. Therefore, each pixel of the objects
in the segmented image is quite significant for this approach.
For this reason, the laboratory technician manually enclosed
the bacilli and non-bacilli objects with a rectangle box to
produce a training set for tuberculosis bacilli regions. The
proposed RF learning algorithm is then applied on this set to
achieve an appearance-based training stage.

After each pixel is assigned as either bacilli or background
pixels by using the proposed RF-based pixel segmentation
algorithm, the RF-based bacteria identification is then per-
formed for learning the appearance of the bacilli and non-
bacilli objects. The segmented tuberculosis bacilli pixels are
firstly grouped into the regions by using connected com-
ponent labeling method [15]. Each region is then rotated,
resized and centrally located within 30 × 30 sized image,
respectively, in order to utilize appearance-based tuberculo-
sis bacilli identification algorithms. As the results of the pixel
segmentation process, the 30×30 sized image contains RGB
color pixels belong to candidate bacilli region and white color
pixels for background (non-bacilli pixels). This is repeated
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for each pixel region labeled as tuberculosis bacilli pixel. The
direction of each pixel region is determined by using moment
invariant method [16]. The angle of direction formula is given
as follows;

Angle of direction =
atan

(
2×μ11

μ20−μ02

)

2
(2)

where μ is second-order moments. These central moments
are defined for a raw image as follows:

μpq =
∑

x

∑

y

(x − x̄)p(y − ȳ)q f (x, y) (3)

where x̄ and ȳ are centroid coordinates and calculated using
following equations.

x̄ = m10/m00 (4)

ȳ = m01/m00 (5)

m pq =
∑

x

∑

y

x p yq f (x, y) (6)

2.3 Gaussian probability density function

A random vector X = [X1, X2, . . . , Xn]T is said to multi-
variate normally distributed if its probability density function
is defined as follows:

fx (X;μ, ε) = 1

(2π)
n
2 |ε| 1

2

exp

{
−1

2
(x − μ)T ε−1(x − μ)

}

(7)

where μ is mean vector, ε is covariance matrix and n is the
dimension of random vector [17]. The mean vector is calcu-
lated by averaging each random variable Xi . It is the centroid
of the probability density function, or it is known as the point
at which the probability density function is maximum.

2.4 Support vector machines

Support vector machine (SVM) is very popular learning
method for classification and regression analysis. The basic
idea behind it is to construct a maximum-margin hyperplane.
So it means that SVM calculates the best hyperplane which
separate the classes from each other. By using kernel func-
tions, it maps pattern vectors to high dimensional feature
space and separates data linearly in this space [18].

Decision function that uses the kernel function is defined
as follows:

f (x) = sgn

(
l∑

i=1

ai yi K (x, xi ) + b

)

(8)

where x is input vector, y is target value and K (x, xi ) is the
kernel function. The coefficients ai and b are obtained from
the following formula (9) which is required to maximize with
respect to the ai subject to (10).

max · L D =
L∑

i=1

ai − 1

2

L∑

i, j=1

ai a j yi y j K (xi x j ) (9)

subject to : 0 ≤ ai ≤ C,∀i = 1, . . . , L , and
L∑

i=1

ai yi = 0

(10)

where C > 0 expresses the strength of penalty errors.
This decision machine method was applied to the training

data acquired from microscopic images as follows:

1. A simple scaling was performed on the training data
because of eliminating the computational complexity and
transforming large numerical data into small numerical
data.

2. Radial basis function was chosen as the kernel func-
tion. This function handles the situation when the relation
between the features and labels is nonlinear and nonlin-
early maps the data into higher dimensional space. The
other reason why this function was chosen is that the num-
ber of hyper parameters which affects the complexity of
model is less than other kernel functions.

3. In order to determine optimum C and γ hyper parame-
ter, k-fold cross-validation technique was used. Cross-
validation accuracy is calculated as the percentage of cor-
rectly classified samples. The grid search approach was
used to determine optimum C and γ parameters using
cross-validation. In this approach, various pairs of these
parameters were tried and the pair which gives the best
cross-validation accuracy was chosen as optimum para-
meter.

4. The training data were trained by using parameters deter-
mined in step (3).

2.5 Random forest

Ensemble learning is a machine learning model where mul-
tiple classifiers are trained to solve a problem instead of a
single classifier. It means that this model generates a set
of assumptions and aggregates their results. Bagging [19]
is the first simple and efficient method of ensemble learn-
ing models. This method uses the combination of multiple
bootstrap samples of a training data set. Each of sample
sets constructs a tree, and a majority vote is taken for class
prediction. Boosting [20] is the other well-known ensem-
ble learning method. In boosting, a set of weights which are
initially equal is assigned to training set. The weights are
updated for misclassified samples. The final classifier is con-
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Fig. 4 The flowchart of the RF method

structed from weighted majority voting of each classifier.
Random forest is obtained by adding randomness to bagging
method and [21] have an impact on proposal of this method
by Breiman.

Random forest (RF) [22] is an ensemble learning method
which consists of a collection of tree classifiers h(x, ϕk),

k = 1, . . .. Each tree is built by a random vector ϕk where
ϕk is sampled independently but with same distribution for
all random vector ϕ1, . . . , ϕk−1 and casts a vote for the most
popular class at input x.

Number of trees, N , and number of variables used to split
each node, m, are defined by the user in this technique. N
bootstrap samples are randomly chosen from the training
data set. In bootstrap sampling, a new data set is formed by
random sampling with replacement from the existing data
set. The majority of the bootstrap samples are used to build
the tree, in-bag data, and the rest of the samples which are
called out-of-bag (OOB) data are used to estimate the error
of the tree. They correspond to two-third and one-third of
the training data set, respectively. After choosing the in-bag
data, the tree is constructed according to the CART algo-
rithm [23], which consists of followings. For each node of
the tree, the best split among m attributes is chosen by using
information gain. After decided at which variable that is

split, the value of the mentioned variable that is branched
is determined by using Gini index. The recommended value
of m is equal to [√k] where k is the total number of fea-
tures. A weight is assigned to the constructed tree accord-
ing to the OOB error; the most the OOB error, the least
the weight. While classifying the test data, each tree casts
a vote at its terminal nodes. The votes are counted up sep-
arately; a class of which the sum of the votes is higher is
determined, and test data are assigned to this class. A dia-
gram describing the process of random forest is presented in
Fig. 4.

2.6 Artificial neural network

Artificial neural network [24] models the way biological
brains work. In other words, it allows the machine to learn
in the same ways that humans do. In this work, a three-layer
feed-forward neural network was implemented with n input,
m hidden layer and 1 output. This output classifies the seg-
mented objects as the bacilli or non-bacilli. The learning
rule was determined as the generalized delta learning rule,
also known as the error back-propagation algorithm, which
belongs to supervised learning. The log-sigmoid activation
function was used for hidden and output layers.
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3 Experimental results

3.1 Dataset

The performance of the proposed approaches was evaluated
using database consisting of microscopic images. ZN-stained
sputum smear slides were prepared by Mycobacteriology
Laboratory at Faculty of Medicine in Karadeniz Technical
University. Five smear-positive slides from five subjects were
used. Different number of color images were acquired from
them. Image acquisition system was set up in our computer
vision and pattern recognition laboratory [25]. The system
consists of a standard personal computer, a conventional light
microscopy and a digital camera. Sample slides were scanned
by using Nikon Eclipse 80i microscopy at 100× magnifica-
tion. A Premiere Digital Microscope Eyepiece MA88-300
digital camera was attached to the ocular on a microscope for
image acquisition. The taken images were stored in bitmap
file format with 24 bit depth in color, and the pixel resolution
of an image was 640 × 480.

The whole data set consists of 116 positive images. The
numerical data about the data set are given in Table 1. To
develop segmentation and classification process, about one-
third of these images were used for training and the rest of
the images were employed to test the proposed approaches.

A few images acquired from each subject are shown in
Fig. 5. The images of the first subject are divided into four
class because of the complicated background (i.e., unex-
pected changes in intensity). Also, the images acquired from
the third and the fourth subjects are blurred images. The rea-

Table 1 The numerical data about the data set

Dataset No. of
images

1.
Subject

2.
Subject

3.
Subject

4.
Subject

5.
Subject

Training 40 7 3 7 13 10

Testing 76 10 6 13 27 20

Total 116 17 9 20 40 30

son is that the staining procedure was not performed cor-
rectly. The contrast between background and foreground col-
ors is clearly seen in the second and the fifth sample slide
images.

All images were analyzed by an expert laboratory techni-
cian to decide which objects are bacilli. Also, it was decided
whether each pixel of the objects looks like bacilli in color.
One of these expert guided segmented and classified images
is shown in Fig. 2. In Fig. 2a, red-painted pixels belong to
candidate bacilli regions, and also in Fig. 2b, the red circled
objects are tuberculosis bacilli, and the black circled objects
are non-bacilli regions but have similar color distributions.

3.2 The quantitative measurements

The performance of the proposed algorithm is estimated by
using some criteria such as sensitivity, specificity and accu-
racy. For this reason, the number of true positives (TP), false
positives (FP), true negatives (TN) and false negatives (FN)
was obtained for each classifier. TP is the number of positive
cases correctly identified, FP is the number of negative cases
incorrectly identified, TN is the number of negative cases
correctly identified, and finally, FN is the number of positive
cases incorrectly identified. Sensitivity measures the propor-
tion of actual positive cases which are correctly identified,
specificity measures the proportion of actual negative cases,
which are correctly identified, and accuracy is the proportion
of the number of correctly classified cases to the number of
cases. These measures are given as follows:

Sensitivity = TP

TP + FN
(11)

Specificity = TN

TN + FP
(12)

Accuracy = TP + TN

TP + FP + FN + TN
(13)

(a) (b) (c) (d) (e)

Fig. 5 Examples of the images taken from the subjects. a 1st subject, b 2nd subject, c 3rd subject, d 4th subject, e 5th subject (color figure online)
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(a) (b) (c)

Fig. 6 Segmentation results obtained on the image shown in Fig. 1 by independently using GPDF, SVM and the proposed RF-based tuberculosis
bacilli pixel segmentation algorithms. a GPDF, b SVM, c RF

3.3 Parameter selection

Most of the parameters used in the proposed method were
estimated automatically except a few of them which were
selected empirically.

The first step in this work is to classify (segment) each
pixel in the image as a foreground (candidate bacilli) or a
background pixel. For that purpose, GPDF and SVM meth-
ods were also performed for the pixel segmentation experi-
ments on the same images to compare the performance of the
proposed RF-based tuberculosis bacilli segmentation algo-
rithm. The parameters of the methods were adjusted as fol-
lows:

• A Gaussian curve was fitted to training data. The range
of Gaussian curve which indicates the distance from the
mean value was selected empirically.

• Scaling values of SVM were chosen −1 as minimum
and +1 as maximum. The training data set was divided
into five subset which shows the k parameter. In the
grid search approximation, C and γ parameters were
tried in exponentially growing sequences. (e.g., C =
215, 213, . . . , 2−5, γ = 2−6, 2−5.5, . . . , 2−1).

• In the process of RF, the number of trees (N ) and the
number of variables (m) affect the accuracy. Therefore,
the experiments were carried out through setting the N
to 100, 150, 200, 300, 400, 500 and m to 4, 5, 6, 7, 8, 9, 10.

Once segmentation process completed, the candidate pixel
regions in the segmented images were classified as bacilli
or non-bacilli objects. In this step, to analyze the results
of the proposed RF-based tuberculosis bacilli classifica-
tion method, the ANN- and SVM-based object identification
algorithms were also applied to classify each candidate pixel
region, as follows:

• Error back-propagation training algorithm was per-
formed for the three-layer neural network of which the

hidden layer neurons were set to 100, 200, 300, 400,
500.

• The parameters of SVM were selected as mentioned in
the segmentation process.

• (m) and (N ) parameters were chosen as 2,000, 2,250,
2,500 and 250, 500, 750, 1,000, respectively, due to the
large feature vector.

3.4 Segmentation experiments

Three different segmentation methods were applied on
microscopic image database to evaluate the success ratio
of the segmentation methods explained in Sects. 2.3, 2.4
and 2.5. Figure 6 depicts tuberculosis bacilli pixel segmenta-
tion results achieved on the image shown in Fig. 1 by using
the mentioned methods. A visual comparison on the pixel
segmentation performance of the algorithms can easily be
made by considering the results shown in Fig. 6. The pixels
manually segmented for the same image are also shown in
Fig. 2a.

Based on these schemes, the segmentation results obtained
by GPDF are listed in Tables 2, 3, 4, 5 and 6, respectively.
During the experiments, different threshold values empiri-
cally selected were used to segment each pixel. As shown in
the tables, the sensitivity performance of the GPDF shows
an increase with a smaller threshold value. Moreover, when
the sensitivity rate increases, specificity rate decreases. This
trade-off causes the need of optimum threshold values deci-
sion. Threshold values were selected as 98.00, 98.90, 99.70,
99.50 and 99.80 % due to the sharp drop in the specificity
rate. Therefore, the best sensitivity rates for these database
were achieved with 60.12, 75.05, 34.50, 40.72 and 55.94 %,
respectively. The calculated sensitivity, specificity and accu-
racy rates based on the selected threshold values are italicized
in Tables 2, 3, 4, 5 and 6.

The parameters of SVM were estimated automatically
using cross-validation technique. The sensitivity rates were
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Table 2 Segmentation performance of GPDF for images taken from
1st subject

Threshold value 98.20 % 98.10 % 98.00 % 97.90 %

Sensitivity 54.94 % 57.54 % 60.12 % 63.43 %

Specificity 98.54 % 98.01 % 97.74 % 94.86 %

Accuracy 98.51 % 97.98 % 97.71 % 94.80 %

Table 3 Segmentation performance of GPDF for images taken from
2nd subject

Threshold value 99.00 % 98.90 % 98.80 %

Sensitivity 71.28 % 75.05 % 78.83 %

Specificity 98.53 % 96.58 % 90.88 %

Accuracy 98.45 % 96.53 % 90.85 %

Table 4 Segmentation performance of GPDF for images taken from
3rd subject

Threshold value 99.80 % 99.70 % 99.60 %

Sensitivity 22.33 % 34.50 % 45.84 %

Specificity 99.74 % 99.19 % 97.70 %

Accuracy 99.36 % 98.87 % 97.44 %

Table 5 Segmentation performance of GPDF for images taken from
4th subject

Threshold value 99.70 % 99.60 % 99.50 % 99.40 %

Sensitivity 22.53 % 31.54 % 40.72 % 48.90 %

Specificity 99.60 % 98.20 % 98.35 % 96.71 %

Accuracy 99.02 % 98.68 % 97.90 % 96.32 %

Table 6 Segmentation performance of GPDF for images taken from
5th subject

Threshold value 99.90 % 99.80 % 99.70 %

Sensitivity 24.04 % 55.94 % 76.83 %

Specificity 99.91 % 98.61 % 72.09 %

Accuracy 99.62 % 98.44 % 72.08 %

Table 7 Segmentation performance of SVM for images taken from 1st
subject

Optimum parameters Performance measures

Optimum C 2,048 Sensitivity 21.25 %

Optimum γ 0.012 Specificity 99.79 %

Cross-validation accuracy 99.82 % Accuracy 99.74 %

calculated as in Tables 7, 8, 9, 10 and 11, respectively, when
the estimated parameters were used.

Table 8 Segmentation performance of SVM for images taken from 2nd
subject

Optimum parameters Performance measures

Optimum C 2 Sensitivity 98.09 %

Optimum γ 0.2479 Specificity 94.88 %

Cross-validation accuracy 99.90 % Accuracy 98.10 %

Table 9 Segmentation performance of SVM for images taken from 3rd
subject

Optimum parameters Performance measures

Optimum C 512 Sensitivity 47.21 %

Optimum γ 0.012 Specificity 99.74 %

Cross-validation accuracy 98.74 % Accuracy 99.48 %

Table 10 Segmentation performance of SVM for images taken from
4th subject

Optimum parameters Performance measures

Optimum C 512 Sensitivity 41.09 %

Optimum γ 0.064 Specificity 99.68 %

Cross-validation accuracy 98.18 % Accuracy 99.25 %

Table 11 Segmentation performance of SVM for images taken from
5th subject

Optimum parameters Performance measures

Optimum C 2,048 Sensitivity 87.02 %

Optimum γ 0.02352 Specificity 99.59 %

Cross-validation accuracy 99.46 % Accuracy 99.55 %

Segmentation performance of the proposed RF method
depends on user-defined parameters. OOB error estimation
graph is used to evaluate the effects of different settings of
these parameters, m and N . These graphs show the error rates
and stabilities of the constructed models. The correctness of
the constructed model is estimated using them. Also, using
the OOB error estimate removes the need for a set aside test
set. Figure 7 shows that the OOB estimates are remarkably
accurate. On the whole, the average OOB error values are
about in the range of 1 and 2 % which reflects the correctness
of the model. Tables 12, 13, 14, 15 and 16 present the segmen-
tation performance of proposed RF method utilized the two
parameters (N and m). The each cell in the tables which cor-
responds the various pairs of these parameters provides the
calculated sensitivity, specificity and accuracy rates, respec-
tively. Higher sensitivity rates, i.e., 82.31, 94.41, 90.63, 75.77
and 93.05 % for each subject respectively, are italicized.

We have first studied the influence of the parameter N , i.e.,
the number of trees. The sensitivity rates with respect to the

123



S58 SIViP (2014) 8 (Suppl 1):S49–S61

4 5 6 7 8 9 10
97

97.1
97.2
97.3
97.4
97.5
97.6
97.7
97.8
97.9

98
98.1
98.2
98.3
98.4
98.5
98.6
98.7
98.8
98.9

99

1. slide sample

m

O
O

B
 A

cc
ur

ac
y 

R
at

e

N=100
N=150
N=200
N=300
N=400
N=500

4 5 6 7 8 9 10
98.5

98.6

98.7

98.8

98.9

99

99.1

99.2

99.3

99.4

99.5

99.6

99.7

99.8

99.9

100

2. slide sample

m

O
O

B
 A

cc
ur

ac
y 

R
at

e

N=100
N=150
N=200
N=300
N=400
N=500

4 5 6 7 8 9 10
97.8

97.9

98

98.1

98.2

98.3

98.4

98.5

98.6

98.7

98.8

98.9

99

3. slide sample

m

O
O

B
 A

cc
ur

ac
y 

R
at

e

N=100
N=150
N=200
N=300
N=400
N=500

4 5 6 7 8 9 10
96.5
96.6
96.7
96.8
96.9

97
97.1
97.2
97.3
97.4
97.5
97.6
97.7
97.8
97.9

98
98.1
98.2
98.3
98.4

4. slide sample

m

O
O

B
 A

cc
ur

ac
y 

R
at

e

N=100
N=150
N=200
N=300
N=400
N=500

4 5 6 7 8 9 10
98.5

98.6

98.7

98.8

98.9

99

99.1

99.2

99.3

99.4

5. slide sample

m

O
O

B
 A

cc
ur

ac
y 

R
at

e

N=100
N=150
N=200
N=300
N=400
N=500

(a)

(d)

(b)

(e)

(c)

Fig. 7 OOB error estimation graphs of the proposed RF method. a 1st subject, b 2nd subject, c 3rd subject, d 4th subject, e 5th subject

Table 12 Segmentation performance of RF for images taken from 1st
subject (%)

N 100 150 200 300 400 500

m = 4 81.54 81.12 81.18 80.50 80.38 80.84

98.13 97.28 97.29 98.15 98.20 98.19

98.11 97.27 97.28 98.14 98.18 98.17

m = 5 82.31 81.89 80.86 81.52 81.76 81.80

97.64 98.49 98.57 98.54 98.50 98.54

97.62 98.47 98.55 98.52 98.49 98.52

m = 6 81.15 81.52 81.61 81.29 81.52 81.64

98.40 98.55 98.56 98.56 98.54 98.56

98.39 98.54 98.54 98.55 98.52 98.55

m = 7 81.21 80.83 80.59 80.29 80.77 80.87

98.54 98.58 98.56 98.56 98.54 98.55

98.53 98.56 98.55 98.55 98.53 98.53

m = 8 79.36 79.52 79.90 80.21 80.14 80.03

97.83 98.61 98.62 98.69 98.68 98.66

97.81 98.59 98.60 98.67 98.66 98.64

m = 9 76.77 76.85 77.60 77.25 77.58 77.56

97.47 97.65 97.65 97.66 97.65 97.64

97.46 97.63 97.63 97.64 97.64 97.62

m = 10 79.60 80.03 80.57 80.19 80.48 80.54

98.72 98.71 98.75 98.68 98.72 98.72

98.70 98.70 98.74 98.66 98.70 98.70

Table 13 Segmentation performance of RF for images taken from 2nd
subject (%)

N 100 150 200 300 400 500

m = 4 91.67 93.97 93.05 93.56 93.42 93.46

98.12 97.96 98.06 98.06 98.02 98.02

98.10 97.95 98.05 98.05 98.00 98.01

m = 5 94.06 93.94 93.82 94.41 94.32 94.26

98.18 98.86 98.92 98.90 98.18 98.91

98.17 98.85 98.91 98.89 98.17 98.89

m = 6 93.54 93.14 93.77 93.57 93.82 93.53

98.98 99.00 98.98 98.99 98.98 98.98

98.97 98.99 98.96 98.97 98.97 98.97

m = 7 91.16 92.83 92.53 92.41 92.59 92.61

98.99 98.08 98.23 98.23 98.23 98.22

98.97 98.07 98.22 98.21 98.22 98.21

m = 8 91.84 91.52 91.81 91.77 91.66 91.78

99.02 99.02 99.00 99.02 99.01 99.01

99.00 99.00 98.98 99.00 98.99 98.99

m = 9 88.22 88.54 88.06 88.50 88.83 88.49

98.90 98.03 98.80 98.76 98.80 98.78

98.97 98.00 98.77 98.74 98.77 98.75

m = 10 90.39 90.60 90.35 90.67 90.57 90.60

99.07 99.03 99.05 99.03 99.04 99.04

99.04 99.01 99.02 99.01 99.01 99.02
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Table 14 Segmentation performance of RF for images taken from 3rd
subject (%)

N 100 150 200 300 400 500

m = 4 88.33 89.42 90.17 89.19 89.63 89.73

96.49 96.34 96.05 96.36 96.27 96.27

96.46 96.31 96.03 96.33 96.24 96.24

m = 5 90.23 90.18 90.63 90.46 90.49 90.38

97.24 97.08 96.97 97.19 97.14 97.15

97.21 97.05 96.94 97.16 97.11 97.12

m = 6 89.48 89.62 90.12 90.02 90.03 90.23

97.21 97.30 97.21 97.26 97.21 97.21

97.18 97.27 97.17 97.23 97.18 97.18

m = 7 89.96 89.44 90.00 89.98 89.82 90.10

97.05 97.29 97.17 97.12 97.20 97.17

97.02 97.25 97.14 97.08 97.17 97.14

m = 8 88.02 89.03 89.13 88.80 88.92 88.90

97.69 97.50 97.61 97.62 97.55 97.60

97.64 97.47 97.57 97.58 97.51 97.56

m = 9 87.81 87.45 87.35 87.68 87.88 87.77

97.36 97.47 97.39 97.40 97.41 97.39

97.32 97.43 97.34 97.36 97.37 97.35

m = 10 88.92 89.22 89.21 89.14 89.24 89.36

97.83 97.64 97.61 97.69 97.70 97.71

97.79 97.60 97.57 97.65 97.67 97.67

Table 15 Segmentation performance of RF for images taken from 4th
subject (%)

N 100 150 200 300 400 500

m = 4 67.06 66.61 67.18 69.09 69.88 68.48

98.69 98.72 98.74 98.65 98.59 98.69

98.46 98.49 98.51 98.44 98.39 98.47

m = 5 72.66 74.53 74.67 72.87 73.34 74.95

98.46 98.51 98.39 98.41 98.44 98.43

98.27 98.33 98.22 98.23 98.26 98.26

m = 6 73.46 72.64 74.58 74.45 74.77 74.80

98.23 98.30 98.36 98.27 98.28 98.28

98.05 98.11 98.19 98.10 98.12 98.11

m = 7 73.84 73.35 74.13 74.15 74.24 73.93

98.42 98.36 98.46 98.39 98.41 98.41

98.25 98.17 98.29 98.22 98.23 98.23

m = 8 73.60 73.00 73.49 73.49 73.69 73.93

98.50 98.42 98.38 98.46 98.43 98.41

98.32 98.23 98.20 98.28 98.25 98.23

m = 9 71.10 70.63 72.33 71.30 71.73 72.01

98.36 98.31 98.25 98.27 98.27 98.31

98.16 98.11 98.07 98.08 98.08 98.13

m = 10 75.12 75.77 75.17 74.76 75.15 75.07

98.25 98.37 98.22 98.18 98.21 98.23

98.08 98.20 98.05 98.01 98.04 98.06

Table 16 Segmentation performance of RF for images taken from 5th
subject (%)

N 100 150 200 300 400 500

m = 4 89.53 89.64 89.06 89.70 89.66 89.56

98.61 98.61 98.65 98.62 98.68 98.61

98.58 98.58 98.61 98.59 98.64 98.58

m = 5 91.86 91.90 92.66 92.73 92.76 92.73

98.90 98.85 98.91 98.88 98.91 98.89

98.87 98.83 98.89 98.86 98.89 98.87

m = 6 92.75 92.69 93.05 92.57 92.72 92.80

98.94 98.94 98.96 98.97 98.95 98.95

98.92 98.92 98.94 98.94 98.93 98.93

m = 7 92.37 92.39 92.76 92.58 92.61 92.52

98.99 99.03 98.99 99.01 98.98 99.01

98.97 99.00 98.97 98.99 98.96 98.99

m = 8 92.29 92.33 92.64 92.40 92.45 92.40

98.96 99.10 99.05 99.05 99.03 99.05

98.93 99.08 99.03 99.02 99.01 99.03

m = 9 90.86 90.38 90.86 90.61 91.02 90.65

99.09 99.10 99.09 99.09 99.09 99.09

99.06 99.07 99.06 99.06 99.06 99.06

m = 10 92.24 92.74 92.89 92.74 92.82 92.74

99.12 99.16 99.11 99.13 99.13 99.15

99.09 99.14 99.09 99.11 99.11 99.13

number of trees for fixed values of the number of variables
show that these values remain constant at about the same
integer value. The reason is that the minimum number of
trees is selected as 100, and so, the other selected values are
close to this value. Then, we have focused on the m parameter,
i.e., the number of variables. The sensitivity rates begin to
raise for an increasing number of features, but then begin to
decrease except for m = 10. According to the [22], too much
portion of features causes this decrease, and the number of
variables has to be >1 and does not have to increase so much.

In order to put the given results more explicitly, the fol-
lowing comments can be made clearly: RF has better perfor-
mance than SVM and GPDF when the sensitivity rates are
considered except for the second subject where a trade-off
exists, i.e., the sensitivity rate of SVM is higher than RF,
whereas the specificity rate is less than RF. When a compar-
ison between accuracy rates for second subject is made, it is
seen that RF has higher performance than SVM.

So far, all experiments carried out on microscopic images
were subjected to each sputum slide sample, i.e., each image
was examined by using only images obtained from same
slide. Therefore, another experiment was also performed to
understand the power and robustness of the proposed RF-
based tuberculosis bacilli pixel segmentation method. The
training set was constructed with using the images obtained
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Table 17 Segmentation performance of GPDF for images taken from
2nd subject for training and 5th subject for testing

Threshold value 99.10 % 99.00 % 98.90 %

Sensitivity 26.73 % 34.08 % 40.78 %

Specificity 80.60 % 72.30 % 63.85 %

Accuracy 80.34 % 72.09 % 63.70 %

Table 18 Segmentation performance of SVM for images taken from
4th subject

Optimum parameters Performance measures

Optimum C 32 Sensitivity 93.01 %

Optimum γ 0.090 Specificity 96.99 %

Cross-validation accuracy 99.42 % Accuracy 96.98 %

Table 19 Segmentation performance of RF for images taken from 2nd
subject for training and 5th subject for testing (%)

N 100 150 200 300 400 500

m = 4 95.08 94.34 94.59 94.78 94.66 94.70

85.59 86.16 84.98 85.15 85.16 85.06

85.61 86.18 85.00 85.17 85.19 85.09

m = 5 95.81 95.72 95.89 95.91 95.74 95.87

85.94 86.59 87.06 86.32 86.74 86.77

85.97 86.61 87.08 86.35 86.76 86.80

m = 6 96.17 95.22 95.76 95.52 95.78 95.54

88.45 88.91 88.87 88.56 88.65 88.67

88.47 88.92 88.88 88.57 88.66 88.69

m = 7 94.65 95.16 95.17 95.21 95.15 95.18

88.57 88.22 87.83 87.57 87.61 87.67

88.59 88.23 87.85 87.59 87.63 87.69

m = 8 94.89 94.83 94.95 94.92 94.95 94.98

88.79 88.97 88.68 88.80 88.88 88.78

88.81 88.98 88.69 88.81 88.89 88.79

m = 9 93.19 93.14 93.71 93.93 93.81 93.92

90.61 89.92 90.17 90.00 89.98 90.04

90.61 89.93 90.17 90.01 89.99 90.05

m = 10 95.29 95.05 95.22 95.16 95.21 95.16

89.26 89.44 89.39 89.33 89.38 89.37

89.27 89.45 89.40 89.34 89.40 89.38

from the second subject only. Then, the images collected
from the fifth subject were also employed for test set.

Based on these schemes, the pixel segmentation results
independently achieved by GPDF, SVM and the proposed
RF-based learning methods are summarized in Tables 17, 18
and 19, respectively. The best sensitivity rate is italicized in
Table 19. It is clearly seen that RF-based pixel segmenta-
tion algorithm has given better performance than SVM- and
GPDF-based algorithms, as in other experiments.

Table 20 Classification performance of ANN for segmented images

Neuron number 100 (%) 200 (%) 300 (%) 400 (%) 500 (%)

Sensitivity 64.77 72.25 76.82 75.04 72.85

Specificity 67.07 63.61 63.78 63.44 64.07

Accuracy 66.61 65.36 66.28 65.66 65.73

Table 21 Classification performance of SVM for segmented images

Optimum parameters Performance measures

Optimum C 8,192 Sensitivity 86.71 %

Optimum γ 0.012 Specificity 60.15 %

Cross-validation accuracy 72.41 % Accuracy 66.13 %

Table 22 Classification performance of RF for segmented images

N 250 (%) 500 (%) 750 (%) 1,000 (%)

m = 2,000 86.44 87.84 75.07 73.80

62.50 64.84 77.17 77.50

67.08 69.23 76.69 76.39

m = 2,250 89.34 85.52 75.71 73.81

62.89 64.67 77.33 77.50

67.98 68.65 76.95 76.71

m = 2,500 88.01 85.52 75.71 73.81

63.70 64.84 77.33 77.50

68.38 68.78 76.95 76.71

3.5 Classification experiments

To compare the performance of the proposed RF-based
bacilli identification, the classification of segmented pixel
regions was independently performed using classification
methods explained in Sects. 2.4, 2.5 and 2.6. The obtained
results of the classifications are given in Tables 20, 21 and 22
for ANN, SVM and the proposed RF-based learning meth-
ods, respectively.

The optimum hidden layer neuron number was selected
according to the specificity rates, which increase up to a level
and then begin to decrease. Hence, the number of hidden
layer neuron was decided as 300, and sensitivity rate was
equal to 76.82 %. This rate increases to 86.71 % when SVM
is used. The best sensitivity which is resulted in 89.34 % with
m = 2,250 and N = 250 was obtained by the proposed RF-
based tuberculosis bacilli identification and also this rate is
italicized in Table 22.

4 Conclusion

This paper presented novel random forest (RF)-based tuber-
culosis bacilli pixel segmentation and appearance-based
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pixel region classification approaches for the automated iden-
tification of Mycobacterium tuberculosis bacilli in micro-
scopic images of ZN-stained sputum smears obtained using a
light-field microscope. The performance of the proposed RF-
based learning method was analyzed on the novel database
includes ZN-stained sputum smear slide images obtained
using our microscopic image acquisition system. For the per-
formance measurement, three known quantitative measure-
ments, i.e., sensitivity, specificity and accuracy, are used. To
compare the results of the proposed pixel segmentation and
pixel region identification of tuberculosis bacilli, two other
very popular learning-based segmentation and classification
algorithms were also implemented on this data set. The exper-
imental results indicate that the proposed RF-based learning
algorithm for TB bacteria classification has achieved higher
performance than other very known learning methods which
are GPDF, SVM and ANN. The proposed RF-based learn-
ing method, as well as future studies, will be incorporated
into an automated microscope for tuberculosis bacilli iden-
tification, which would also feature automatic focusing and
microscope stage control. Therefore, the automation in the
context of TB screening will be very useful task for tuber-
culosis bacilli diagnosis with light-field microscope in order
to speed up diagnosis, improve the accuracy and reduce the
workload of laboratory technician.
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