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Abstract A new enhancement technique based on fuzzy
intensity measure is proposed in this study to address prob-
lems in non-uniform illumination and low contrast often
encountered in recorded images. The proposed algorithm,
namely adaptive fuzzy intensity measure, is capable of selec-
tively enhancing dark region without increasing illumination
in bright region. A fuzzy intensity measure is calculated to
determine the intensity distribution of the original image and
distinguish between bright and dark regions. Image illumi-
nation is improved, whereas local contrast of the image is
increased to ensure detail preservation. Implementation of
the proposed technique on grayscale and color images with
non-uniform illumination images shows that in most cases
(i.e., except for processing time), the proposed technique
is superior compared with other state-of-the-art techniques.
The proposed technique produces images with homogeneous
illumination. In addition, the proposed method is computa-
tionally fast (i.e., <1 s) and thus can be utilized in real-time
applications.
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1 Introduction

Advancements in image processing have enabled the analy-
sis of digital images in most computer vision applications
[1–4], video surveillance [5–7], and biomedical engineer-
ing [8–14]. Digital images are often low in quality and suffer
from non-uniform illumination or brightness, loss of details,
and poor contrast. These problems become critical when the
foreground of interest is difficult to be distinguished from the
background, which worsens the segmentation problem and
allows false recognition and detection to occur.

The human visual system has far larger dynamic ranges
than most commercial cameras and video cameras. These
devices have limited dynamic ranges; thus, recorded images
obtained from these devices are usually non-homogeneous
and low in contrast. Improper lighting condition and external
disturbances, which worsen the aforementioned problems,
are inevitable during image acquisition.

In this respect, most of the images acquired through com-
mercial cameras and video cameras exhibit problems in
non-uniform illumination and low contrast. Although these
images contain significant information, such information is
not visible because the images suffer from lack of sharp-
ness and are easily influenced by noise. Image enhancement
plays an important role as a preprocessing task that can sig-
nificantly improve image quality. The basic idea of image
enhancement is to increase the contrast of the bright and
dark regions in order to attain better image quality. The visual
information of the image is increased for better interpreta-
tion and perception to provide a clear image to the eye or
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assist in feature extraction processing in computer vision sys-
tems [15–18].

Various image enhancement algorithms have been pro-
posed to enhance the degraded images in different appli-
cations. Image enhancement can be categorized into three
broad types, namely transform, spatial, and fuzzy domains.
The related studies on these three enhancement methods are
discussed and presented in the succeeding section.

This paper is organized as follows. Related studies on
image enhancement based on transform, spatial, and fuzzy
domain approaches are elaborated in Sect. 2. Section 3
presents the proposed enhancement algorithm, and Sect. 4
explains the optimization procedure employed to obtain
an optimum fuzzification factor. Sections 5 and 6 present
the application of the proposed algorithm in color images
and image analysis, respectively. The proposed algorithm is
tested on non-uniform grayscale and color images in Sect. 7.
The test images are compared in terms of visual representa-
tion and quantitative measures. Section 8 provides the con-
clusions of this paper based on the conducted analyses.

2 Related studies

The first method of image enhancement, namely the trans-
form or frequency domain approach, is conducted by modi-
fying the frequency transform of the image. Several enhance-
ment techniques in the transform domain have been reported
recently to solve the problem of non-uniform image illumina-
tion in face recognition and fingerprint enhancement applica-
tions [19–23]. In both applications, images normally exhibit
non-uniform illumination; the details in the dark region of
the images are less discernible. Enhancement is performed
on the frequency transform of the image, and then the inverse
transform is computed to obtain the resultant image. The
intensities of the image are modified according to the trans-
formation function [24,25].

Although enhancement in the frequency domain produces
good results, the low- and high-frequency components in the
image are not easily constructed. This is because, the inten-
sity values for low-contrast and non-uniform illumination
images are mostly vague and uncertain. As a result, spatial
information of the intensity values is insufficient; thus, image
representation based on frequency components is not eas-
ily constructed. Furthermore, images enhanced by frequency
domain methods are normally compressed and result in the
loss of valuable information and details. Computing a two-
dimensional transform for images with different sizes is very
time consuming even with fast transformation techniques;
such procedure is not suitable for real-time processing [26].

The second class of image enhancement methods modi-
fies pixels directly. Histogram equalization (HE) represents
a prime example of an enhancement technique in the spa-

tial domain. Although HE is suitable for overall contrast
enhancement, a few limitations exist. Enhancement by HE
causes level saturation (i.e., clipping) effects as a result of
pushing intensity values toward the left or right side of the
histogram in HE [27]. Saturation effects not only degrade the
appearance of the image but also lead to information loss.
Furthermore, the excessive change in the brightness level
induced through HE leads to the generation of annoying arti-
facts and unnatural appearance of the enhanced image.

Several brightness and detail-preserving modifications on
HE techniques, which include adaptive HE techniques [28–
35] as well as histogram specification [30,36,37], have been
widely utilized to overcome these limitations in enhancing
non-uniform illumination image. Adaptive methods provide
better identification of different gray level regions through
analysis of histogram in the local neighborhood window of
every pixel. One example of modified HE approach is multi-
histogram equalization technique [32,38]. In this approach,
image histogram is partitioned into multiple segments based
on its illumination. The bright and dark regions in each seg-
ment are equalized independently. The techniques involve
remapping the peaks, which produces perceivable changes
in mean image brightness.

Ibrahim and Kong [34] proposed brightness preserving
dynamic histogram equalization (BPDHE) to address the
peak remapping problem. BPDHE utilizes Gaussian smooth-
ing kernel to smooth peak fluctuations. The valley regions
are then segmented, and the dynamic equalization is then
performed on each segmented histogram.

Histogram equalization (HE) has furthermore been used
in the context of tone mapping (TM) [39] in order to enhance
images with non-uniform illumination and low contrast. At
first, global histogram adjustment is conducted based on the
TM operator. Subsequently, the image is segmented, and
adaptive contrast adjustment with the TM operator is per-
formed to increase the local contrast of the image and pro-
duce high-quality images.

The retinex approach was introduced by Land [40] to
address problem with degraded images that exhibit non-
uniform illumination and uneven brightness. This approach
compensates for non-uniform illumination by separating illu-
mination from reflectance in the given image.

Enhancement of images with non-uniform illumination
can also be possibly conducted through mathematical mor-
phology operation of top hat transform. Top hat transform is
a mathematical morphology approach that utilizes structural
elements to extract multi-scale bright and dark regions. The
image is enhanced by enlarging the extracted bright and dark
regions [41].

Another approach that addresses the non-uniform illumi-
nation of the image has been proposed by Eschbach [42].
A new parameter “exposure” was introduced and altered by
iteratively comparing image intensity with a pair of preset
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thresholds of bright and dark regions. The image is processed
until the threshold conditions are satisfied.

Although attempts have been made to enhance images
by modifying every pixel in the spatial domain, vagueness
in intensity values, which are caused by non-uniform light-
ing, have not been efficiently addressed. Therefore, a fuzzy
enhancement technique is employed to overcome the afore-
mentioned problem. Pixels are converted and modified in the
fuzzy domain, which is the third category of image enhance-
ment. The fuzzy system tool is adopted in image enhance-
ment because this tool can mimic human reasoning and is
beneficial in dealing with ambiguous situations that occur in
non-uniform illumination image.

Fuzzy image enhancement was introduced as early as
1981 by Pal and King [43]. The smoothing algorithm of a
linear non-recursive filter is employed. This filter acts as
defocussing tool in which a part of the intensity of pixels
is being distributed to their neighbor. The image is enhanced
by optimizing objective parameters, namely index of fuzzi-
ness and entropy. Fuzzy set theory concept is widely adopted
in image enhancement either globally, locally [44,45], or
combined with other approaches such as fuzzy histogram
adjustment.

Sheet et al. [46] incorporated fuzzy set theory in histogram
modification of digital images, and its performance was com-
pared with the BPDHE approach. This new approach exhib-
ited improved performance compared with BPDHE because
the former involves computations employing an appropriate
fuzzy membership function. Thus, the imprecision of gray
levels is handled well, and histograms appear smoother in the
sense that they do not exhibit random fluctuations. The new
approach helps obtain meaningful bright and dark regions
for brightness preserving equalization.

The fuzzy concept has been adopted by a few researchers
[26,47,48]. The “exposure” parameter is further exploited,
and its role in fuzzy enhancement is improved. The exposure
is calculated and clustered into overexposed and underex-
posed regions. Two different functions of the modified fuzzy
triangular membership function and power-law transforma-
tion are utilized to specifically enhance the overexposed and
underexposed regions.

The non-uniform illumination problem was further inves-
tigated and improved by Verma et al. [48]. The image was
categorized into three regions namely, underexposed, over-
exposed, and mixed regions. Enhancement was performed on
color image, which the luminance component was modified
with specific functions according to the three aforementioned
regions. In this approach, the quantitative measure of expo-
sure is optimized through an iterative procedure to improve
image quality [47,49–51]. However, this approach requires a
complicated optimization process, which adds to the existing
complication of the enhancement process in order to achieve
good quality image.

Although numerous studies focus on the development of
the enhancement algorithm either locally or globally, the
enhancement process that produces images with optimum
and best quality remain debatable. An optimally enhanced
image refers to a well-illuminated image that with uniform
brightness and detail preservation while existing noises are
not enhanced.

A new approach in fuzzy enhancement is proposed in this
study to address these problems and to efficiently enhance
images with the non-uniform illumination and low con-
trast. The enhancement techniques proposed by the authors
in [52,53] successfully enhanced images with non-uniform
illumination. However, the details of the image are not well
preserved, and significant features are not enhanced and not
fully developed which caused significant decrement in clar-
ity of the image. Therefore, the new fuzzy intensity measure
proposed in this study involves computations that consider
the mean and deviation of histogram intensity distribution.
The threshold that distinguishes between dark and bright
regions is then determined. The image is clustered into two
regions using the fuzzy membership function. The image is
enhanced separately in each region to obtain an image with
better quality.

3 Proposed algorithm

The proposed algorithm for adaptive fuzzy intensity mea-
sure (AFIM) is presented in this section. Considering that
image information is vague, the pixel values that constitute
the images with non-uniform illumination (i.e., non-uniform
intensity and brightness of the image) may not be precise;
inherent imprecision is possibly embedded in the images.
Determining whether the pixels should be made darker or
brighter than their original intensity level during enhance-
ment is difficult. Visual assessment by a human observer is
subjective, and quantitative analysis of the image contrast
does not represent well the improvement that has been made
in the original image. This is because the image contrast is
quantitatively calculated by measuring the deviation in the
intensity values. This situation justifies the scenario of hav-
ing high value of image contrast while in terms of qualitative
evaluation, the image appears over-enhanced and unnatural.
The quantitative measurement of the image contrast only cal-
culates the deviation of the intensity values without consid-
ering whether the image is naturally enhanced or unnatu-
rally enhanced. The proposed approach thus adopts the fuzzy
approach which addresses vagueness and image uncertainty
to enhance the image. The process is performed by associat-
ing a degree of belonging to a particular cluster in the fuzzy
membership function.

Fuzzy image enhancement has three main stages, namely
image fuzzification, modification of membership value for
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Fig. 1 Fuzzy image
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Fig. 2 a Gaussian membership function, b trapezoidal membership function, c triangular membership function

enhancement process, and image defuzzification (Fig. 1). The
intensity levels (i.e., pixels values) are converted from spatial
to fuzzy domain in the image fuzzification process. Each
pixel is assigned either to the dark or bright regions based on
a predetermined threshold. The membership values of each
pixel are computed.

We consider an image with non-uniform illumination of
size R ×C denoted as A with intensity level m at pixel posi-
tion (i, j) in the range of [0 L −1] in the image fuzzification
stage. R and C are the number of rows and columns in the
image, respectively. L is the total number of gray levels in
the image. μ(m) denotes the membership value of the pixels
of image A. μ(m) is calculated for every pixel, and in this
case, the μ(m) is calculated globally to enhance the original
image.

For the purpose of fuzzification, the intensity distributions
in both regions (i.e., dark and bright regions) are assumed to
be Gaussian. This means that the intensity distribution of
the image is uniformly distributed in Gaussian shape which
the most intensity values are accumulated in the middle
of the histogram distribution (i.e., middle region of inten-
sity values). This is because, in the low-contrast and non-
uniform illumination images, most of the intensity values are
mainly concentrated in the middle of the histogram distribu-
tion. This can be observed in Fig. 2a where the histogram
has high amplitude at the middle region of the intensity
values.

Therefore, a modified Gaussian membership function is
utilized to determine the membership values of the pixels in
the image that lies in the range [0,1]. The Gaussian member-

ship function is selected in this study because even though
separate functions are utilized to enhance the bright and
dark regions, smooth transition is required to enhance both
regions. The Gaussian membership function with continuous
differentiable curves is selected. Other membership functions
such as triangular or trapezoidal membership functions do
not possess such abilities (Fig. 2).

A certain region in the image with non-uniform illumi-
nation appears darker or brighter than the other regions in
the image. Thus, a parameter called fuzzy intensity measure
is introduced. This parameter considers the mean and devia-
tion of histogram intensity distribution, which is provided by
Eqs. (1)–(3). These equations are calculated to determine the
non-homogeneous intensity distribution of the image. The
calculated fuzzy intensity measure is then utilized to deter-
mine a threshold T , which clusters the image into bright and
dark regions based on Eq. (4). The dark region is clustered in
the range of [0 T − 1], whereas the bright region is clustered
in the range of [T, L − 1].

ga =
∑L−1

m=0 m × p(m)
∑L−1

m=0 p(m)
(1)

gd =
[∑L−1

m=0

[
(m − ga)2 p(m)

]

∑L−1
m=0 p(m)

]1/2

(2)

fuzzy intensity measure = gd

ga
(3)

T = L

[
gd

ga

]

(4)
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where m is the intensity of the pixel at position (i, j) and
p(m) represents the number of pixels in the histogram of
the entire image. gd and ga are deviation and mean intensity
distributions, respectively.

After the image is divided into two regions (dark and bright
regions) based on the value of T , fuzzification is performed in
each region separately. The modified Gaussian membership
function is utilized for the fuzzification of the dark region as
follows:

μd(m) = exp

[

−
(
mmax − (mavg − m)

)2

ζd

]

for m < T

(5)

where μd (m) is the membership function in the dark region
and m is the intensity value in the dark region in the range
of [0 T − 1]. mavg and mmax are the average intensity and
maximum intensity of the image, respectively. ζd the fuzzifier
function of the dark region, is provided by:

ζd = α

∑L−1
m=0

[(
md − mdavg

) − σm
]4

p(md)
∑L−1

m=0

[(
md − mdavg

) − σm
]2

p(md)
(6)

where σm is the standard deviation of intensity of the entire
image, mdavg is the average intensity of the dark pixels, and
md and p(md) are the intensities and histogram of the dark
region, respectively.

The mirror function of the aforementioned Gaussian mem-
bership function is utilized to fuzzify the bright region of the
image for m ≥ T as follows:

μb (m) = exp

[

−
(
mmax − (

mavg − (L − m)
))2

ζb

]

for m ≥ T (7)

where μb (m) is the membership function of bright region.
ζb is the fuzzifier function in the bright region.

ζb = α

∑L−1
m=0

[(
mb − mbavg

) − σm
]4

p(mb)
∑L−1

m=0

[(
mb − mbavg

) − σm
]2

p(mb)
(8)

wherembavg is the average intensity of the bright pixels,mb is
the intensity of the bright region, and p(mb) is the histogram
of the bright pixels.

The fuzzifier functions of ζd and ζb calculate the intensity
deviation in the dark and bright regions, respectively. α is
the fuzzification factor that depends on the intensity values
of the input image. The selection of α will be explained in
details in the succeeding section.

Once fuzzification is completed, the original input pixels
that exhibit non-uniform illumination and low contrast are
transformed into Gaussian distributed pixels. The local con-
trast of the image is based on intensity difference in a small
region, and it is computed to preserve the details of the image.
Local contrasts are defined for the dark and bright regions as:

CLd (i, j) =
∑

(i, j)∈Wi, j

[max(μd (i, j)) − min(μd (i, j))]

(9)

CLb (i, j) =
∑

(i, j)∈Wi, j

[max(μb (i, j)) − min(μb (i, j))]

(10)

where μd (i, j) and μb (i, j) represents the 3×3 local fuzzi-
fied image (i.e., output image obtained after fuzzification
process) of μd and μb, respectively, which are centered at
position (i, j). Max (μd (i, j)) and max (μb (i, j)) represent
the maximum gray level values of the local fuzzified image
for dark and bright regions, respectively. Min (μd (i, j)) and
min (μb (i, j)) denote the minimum gray level values of
the local fuzzified image for dark and bright regions, respec-
tively.

Modification of the fuzzified image is performed once
the aforementioned steps are executed. Modification is per-
formed to enhance the fuzzified image based on the dark and
bright regions, which include the local contrast of the image
as shown in Eqs. (11) and (12), respectively.

μ′
d (m) = 1

1 + e
{−CLd

[
μd(m)−mdavg

]} for m < T (11)

μ′
b (m) = 1

1 + e
{−CLb

[
μb(m)−mbavg

]} for m ≥ T (12)

where μ′
d and μ′

b are the modified membership functions in
the dark and bright regions, respectively.CLd andCLb are the
local contrast of dark and bright regions, respectively, which
are computed to preserve the details in the image.

The above functions modify the original membership
functions of μd (m) and μb (m). The modified functions
are then defuzzified with the respective inverse membership
functions as shown in Eq. (13). Both regions are combined
to obtain the enhanced image. The pixels in the dark region
are scaled back to the range [0 T − 1], whereas the bright
region is translated and scaled back to the region [T L − 1].

M =
⎧
⎨

⎩

μ′−1
d (m) ∀ m ≤ T

μ′−1
b (m) ∀ m > T

(13)

where M is the enhanced image obtained from the defuzzi-
fication process.

4 Optimization of fuzzification factor

The fuzzification factor differs with different input images as
discussed in the previous section. As a result, the optimum
parameter value of α must be selected to obtain a pleasant
image. Results obtained from simulation on 300 images with
non-uniform illumination consisting of 150 grayscale images
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Fig. 3 a–c images with non-uniform illumination, d–f optimization graphs for images with non-uniform illumination (a–c), respectively

and 150 color images show that the optimum value of α is
set to the parameter value that yields the maximum image
quality index (Q). Q is computed by modeling any image
distortion as a combination of three factors, namely loss of
correlation, luminance, and contrast distortions as shown in
Eq. (14).

The original and enhanced images are assumed to contain
m = {my |y = 1, 2. . .Z} and M = {My |y = 1, 2. . .Z},
respectively. my and My are the intensity levels of the orig-
inal and enhanced images, respectively. The best value of
‘1’ is achieved if and only if my = My . Q is defined as
[54]:

Qd = αmM

αmαM
· 2m(M)

(m)2 + (M)2 · 2τmτM

τ 2
m + τ 2

M

(14)

where

m = 1

Z

Z∑

y=1

my (15)

M = 1

Z

Z∑

y=1

My (16)

τ 2
m = 1

Z − 1

Z∑

y=1

(
my − m

)2 (17)

τ 2
M = 1

Z − 1

Z∑

y=1

(
My − M

)2
(18)

αmM = 1

Z − 1

Z∑

y=1

(
my − m

) (
My − M

)
(19)

Figure 3 shows three non-uniform illumination in which
the illumination and intensity distribution of these images are
non-homogeneous. The plots of Q in Fig. 3a–c) illustrate the
changes in Q as fuzzification factor, α varies from 0 to 30.
Automated tuning is conducted until a homogeneous image
is obtained. The homogeneous image is attained when Q
reaches its maximum value. Figure 3 shows that Q reaches its
highest value when alpha is 8, 5, and 4 as circled in Fig. 3d–f,
respectively.

The optimal procedure for selecting α is described as fol-
lows. For a given input image (i.e., original image), the value
of α is varied from a minimum of 1 to a maximum of 30. For
each value of α, the following automated tuning procedures
are performed:

1. Apply the algorithm presented in Sect. 2 to generate an
enhanced image

2. Calculate Q with Eq. (14)
3. Select the parameter value that produces the maximum Q

as the optimum value of α, after the two aforementioned
steps.
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The enhanced image is generated by adopting optimum
α according to the enhancement process in Sect. 2 to pro-
duce the final output. Simulations are performed on 300 test
images with non-uniform illumination to validate the auto-
matic selection of α. Examples of the automatic selection of
α are presented in Fig. 3.

5 Application in color images

The aforementioned algorithm can also be applied to color
images by modifying gray level values. Enhancement for
color images is conducted by converting Red, Green, and
Blue (RGB) color space into Hue, Saturation, and Inten-
sity (HSI) color space. This conversion is performed because
direct enhancement in RGB may produce color artifacts. HSI
color space is able to separate chromatic from achromatic
information, thus ensuring that the original color of the image
is not distorted.

Enhancement is performed by preserving the hue compo-
nent (H) and transforming the intensity component (I) based
on the algorithm presented in Sect. 2. The saturation (S) com-
ponent is modified with a power transformation function as
shown in Eqs. (20)–(22).

CF(m) =
∑

(m)∈Wi, j

(
mi, j − mWi, j

)2
m∈Wi, j

∑
(m)∈Wi, j

(
mi, j − σmWi, j

)2

m∈Wi, j

(20)

S′
d(m) = τd [Sd(m)](1−CF) (21)

S′
b(m) = τb [Sb (m)](1−CF) (22)

where mWi, j is the local average gray level value in Wi, j

window and σmWi, j is the local intensity deviation in the
Wi, j window. CF is the contrast factor that is calculated to
enhance the local contrast of the image. S′

d(m) and S′
b(m) are

the modified saturation values of the dark and bright regions
in the HSV color space, respectively. Sd (m) and Sb (m)

are the corresponding saturation components for the dark
and bright regions, respectively. τd and τb are the saturation
intensifier and de-intensifier selected experimentally.

In order to ensure the contrast and details in the local
neighborhood window are enhanced, the S component is
modified. The modification of S component is conducted
by considering the local average gray level value and local
intensity deviation as shown in Eqs. (20)–(22). The HSI color
space is converted back to RGB color space after the S and I
components are adjusted to enhance the image.

6 Image analysis

The quantitative measures for image analysis are presented
in this section. Image quality measurement is an impor-

tant research area. Establishing a correct and effective mea-
sure to quantify the quality of the enhanced images is dif-
ficult. The proposed algorithm as a new enhancement tech-
nique is expected to significantly improve the quality of the
image while preserving the details. The dark pixels should
be enhanced, and noises should not be amplified.

The performances of the proposed algorithm are eval-
uated and compared based on four quantitative measures,
namely the image quality index (Q), contrast (C), clarity
index (PL) [41], and computational time (t).

Q is computed with Eq. (14) as discussed in Sect. 3. The
image quality index, called color fidelity metric, Qcolor pro-
posed by [55], is utilized for color images to observe qual-
ity improvement during enhancement. The enhanced image,
which is in RGB, is transformed to LAB color space. Qcolor

is defined as:

Qcolor =
√

wl (Ql)2 + wα(Qα)2 + wβ (Qβ)2 (23)

where Ql , Qα , and Qβ represent the fidelity factors of l, α,
and β channels, respectively. wl , wα , and wβ are the corre-
sponding weights attributed to the perceived distortions in
each of these channels.

As an addendum to the computed Q, C is employed
as the contrast enhancement measurement of the sample
images. Large C indicates that the enhancement technique
successfully attained appropriate contrast. C is calculated
with Eq. (24).

C =
√

∑L−1

y=0
(My − M) × p(My) (24)

where My, M , and p(My) are the intensity of the enhanced
image, mean intensity of the enhanced image, and histogram
of the enhanced image, respectively.

The measure ofPL [41] is calculated to measure both noise
and clarity in the image. PL is computed by considering the
peak signal-to-noise ratio (PSNR) and index of fuzziness (γ )

in the image, PL is defined as:

PL = PSN R

γ
(25)

A large value of PSNR indicates that the corresponding algo-
rithm enhances the image appropriately and produces mini-
mal noise. γ is employed in the analysis because γ is com-
monly utilized to measure the clarity of the enhanced images.
A small value of γ indicates that the enhanced result is clear
and that enhancement of the corresponding algorithm pro-
duces a good quality image. Dividing the PSNR and γ gen-
erates a measure that includes noise condition and image
clarity. A large value ofPL indicates that the enhanced image
contains minimal noise and that the clarity of the image is
increased. PSNR and γ are calculated with Eqs. (26) and
(28), respectively.
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PSN R = 10 log10 (L − 1)2/MSE (26)

where

MSE =
√

∑M
i=1

∑N
j=1

(
Ii, j − Ki, j

)2

M × N
(27)

γ = 2

RC

L−1∑

M=0

min [km(1 − km)] (28)

km = sin

[
π

2
×

(

1 − M

Mmax

)]

(29)

where M and Mmax are the intensity and maximum intensity
of the enhanced image, respectively.

Computational time (t) is investigated to measure the
computational complexity of the enhancement algorithm. t
is defined as the total time required to completely process the
input image. It changes dynamically depending on the size
of the image which is closely related to the total number of
pixels of the image.

7 Results and discussions

The performance of the proposed enhancement technique is
presented in this section. Quantitative and qualitative results
obtained from the proposed technique are also compared
with other fuzzy techniques such as BPDFHE [46] and fuzzy
quantitative measure (FQM) presented in [48].

Brightness preserving dynamic histogram equalization
(BPDHE) is utilized for comparison in this section because
this method considers the crisp histogram of the image, which
is beneficial for the enhancement process. FQM is also uti-
lized for comparison because it is related to the proposed
method, which computes the quantitative measures of gray
levels to enhance the image.

The proposed enhancement technique is also compared
with three other non-fuzzy techniques. The techniques
include TM presented in [39] which involves the enhance-
ment of non-uniform illumination in high dynamic range
image. Discrete cosine transform (DCT), which is conducted
in the frequency domain [56], is also included in the analysis.
Gamma correction (GC) approach1 [24] is likewise adopted
for comparison.

The experimental results of this study are obtained by
implementing and processing the degraded images with Mat-
lab R2010a and Intel(R) Core(TM) i3 2100 3.10 GHz and
4 GB RAM. The degraded images utilized for comparative
analysis include standard images with non-uniform illumina-

1 In the GC approach, the value of gamma is chosen based on the opti-
mization procedure as presented in Sect. 4. However, for this approach,
the gamma values are incremented from 0.1 to 1.0 and gamma value that
produces the maximum Q is chosen as the optimum value of gamma.

tion (size of 400×264), that are obtained from the California
Institute of Technology Computational Vision Database.

Subjective appearance evaluation is performed on several
grayscale images with non-uniform illumination as shown in
Figs. 4, 5, and 6. Comparative analysis includes observing
whether the techniques are able to enhance an entire image
without over-enhancing or under-enhancing certain regions
in the image. The details of the images are observed to ensure
that no information loss occurs in the enhanced image. The
quantitative results from each image are also presented in
Figs. 4, 5, and 6. The original images presented in Figs. 4, 5,
and 6 are having non-uniform illumination. These images
suffer from uneven lighting, where the dark regions accumu-
late on Man 1 and Man 2’s faces in Figs. 4 and 5. Meanwhile,
the foreground (i.e., Man 3’s face) in Fig. 6 appears brighter
than the background.

Figure 4 shows that most of the enhancement techniques
are able to enhance the image and significantly improve over-
all brightness/illumination of the image. The performance
of the enhancement techniques can be analyzed by observ-
ing the brightness of foreground (i.e., big rectangular area)
and background (i.e., small rectangular area). TM technique
attains the best-enhanced and best-illuminated foreground
in which the Man 1’s face (Fig. 4f), appear the bright-
est as compared to the other techniques. However, over-
enhancement is apparent in the background of the images
enhanced by this method. This is due to the image pixels
in the background are clipped to white; thus, the details of
the image are not preserved. Similar situations are observed
in the enhanced images produced by FQM (Fig. 4c) and GC
(Fig. 4g). Although these methods improve the overall bright-
ness of the image, details of the images are loss during the
enhancement process. This scenario occurs because although
specific functions are utilized and enhancement is conducted
separately for bright and dark regions, the local contrast of
the image is not considered, resulting in loss of details.

Discrete cosine transform (DCT) and BPDFHE improve
image illumination while maintaining the background details.
However, both techniques produce dark regions on Man 1’s
face. BPDFHE amplifies the existing noise during enhance-
ment as exhibited by the lowest value ofPL (i.e., 22.63). This
finding indicates that BPDFHE does not reduce fuzziness in
the original image and the existing noise is de-attenuated.

The enhanced image produced by the proposed AFIM
method (Fig. 4b) exhibits appropriate contrast; the edges of
the wall and tree in the background are clear. Furthermore,
the edges on Man 1’s face are clear and smooth as compared
to its original image. As discussed in Sects. 3 and 6, Q is
computed by considering the luminance (i.e., illumination)
and contrast distortion as well as loss of correlation between
the original and enhanced images. Therefore, the quantitative
result of the proposed method attains the highest Q of 0.97,
implies that overall image quality is improved without caus-
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Fig. 4 Comparison of the
enhancement results. a Original
Man 1 image, b the proposed
AFIM method, c FQM [48], d
DCT [56], e BPDFHE [46], f
TM [39], g GC (γ = 0.6) [24]

ing any saturation effect. Local contrast is enhanced, whereas
noise is suppressed.

Although TM technique produces the brightest image
(Fig. 4f), unnecessary enhancement is performed to the
existing bright region (i.e., background), thus causing over-

brightness at the background. Meanwhile, the proposed
AFIM method provides more suitable approach in which the
illumination of the image can be performed using fuzzifier
and membership functions presented in Eqs. (5) and (6) for
dark region as well as Eqs. (7) and (8) for bright region. In
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Fig. 5 Comparison of the
enhancement results a Original
Man 2 image, b the proposed
AFIM method, c FQM [48], d
DCT [56], e BPDFHE [46], f
TM [39], g GC (γ = 0.8) [24]

addition, the local contrast parameter in Eqs. (9) and (10) can
be modified to preserve the image details.

Other examples of non-uniform illumination are presented
in Fig. 5. The foreground of the image (i.e., Man 2’s face) in
Fig. 5 is dark, whereas the background of the image is dom-

inated by the bright region. The brightness on Man 2’s face
(i.e., dark region) is increased with the function presented
in Eq. (5). The proposed method successfully enhances the
image, preserves the details of the image, and enhances local
contrast as shown in Eq. (9). Figure 5b illustrates the details
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Fig. 6 Comparison of the
enhancement results a Original
Man 3 image, b the proposed
AFIM method, c FQM [48], d
DCT [56], e BPDFHE [46], f
TM [39], g GC (γ = 0.4) [24]

of the tree in the background are enhanced without causing
any saturation. The enhanced image produced by the pro-
posed method exhibits an increase in image contrast. Thus,
the produced image looks natural.

Fuzzy quantitative measure (FQM) causes saturation in
the background. The foreground is darker than the origi-
nal image, causing the enhanced image to appear unnat-
ural. FQM has the lowest value of Q, which is 0.55. Images
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Table 1 Average quantitative analysis of 150 grayscale images with non-uniform illumination

Proposed method FQM DCT BPDFHE TM Gamma

Q 0.97 ± 0.03 0.74 ± 0.14 0.69 ± 0.01 0.68 ± 0.03 0.84 ± 0.05 0.72 ± 0.52

C 69.71 ± 7.78 52.78 ± 3.41 59.34 ± 10.50 72.09 ± 8.84 56.03 ± 11.88 65.49 ± 5.44

PL 75.54 ± 4.18 49.39 ± 17.38 42.38 ± 35.21 44.04 ± 24.31 34.04 ± 12.93 65.86 ± 9.63

t (s) 0.93 ± 0.04 0.85 ± 0.16 2.40 ± 0.36 0.21 ± 0.05 0.40 ± 0.04 0.14 ± 0.01

Values tabulated in this table are the average ± standard deviation values

enhanced by TM and GC over-enhance the existing bright
regions (i.e., the background of the image) which causes loss
of details at the background. DCT and BPDFHE are able
to improve image illumination; however, the foreground is
darker, and the edges are less smooth compared with images
enhanced by the proposed method.

Other images with non-uniform illumination image are
presented in Fig. 6. In contrast to Figs. 4 and 5, the fore-
ground (i.e., Man 3’s face) in this figure is brighter than the
background. The TM operator over-enhances the existing
bright region on Man 3’s face. The same effect also occurs
in FQM where illumination of the enhanced image is uneven
and non-homogeneous. Unwanted intensity saturations are
avoided in the proposed method, DCT, and BPDFHE.

Figure 6 also shows that the proposed AFIM method yields
the best enhancement result with smooth edges and details
as shown in the small rectangle in the figure. Image illumi-
nation is enhanced with Eqs. (11) and (12) as refer to its
dark and bright regions, respectively. The PL value of the
proposed algorithm is bigger than other algorithms, which
is 49.85. This result verifies that the proposed AFIM algo-
rithm enhances non-uniform illumination while suppressing
existing noise. In addition, the proposed AFIM algorithm
improves image quality as exhibited by the highest Q and C
values of 0.95 and 65.48, respectively.

Apart from the grayscale images presented in Figs. 4, 5,
and 6, the enhanced images produced by the proposed method
in comparison with other techniques are presented in Table 3,
“Appendix 1”. Twenty supplementary images are illustrated,
and their respective quantitative analysis is tabulated in
Tables 5, 6, 7, and 8, “Appendix 2”. In terms of the over-
all performances, the proposed AFIM method outperforms
other enhancement techniques by producing most images
with either the highest or second highestC and the highest Q.
The capability of the proposed AFIM method to consistently
produced high PL values indicates its advantage in producing
image with improved clarity and minimal noises. In addition,
the proposed AFIM method requires <0.5 s (in most cases)
to compute which is comparable with other enhancement
techniques.

The performance of the proposed algorithm in enhancing
the grayscale images is evaluated by quantitative analysis of
150 grayscale non-uniform illumination images as tabulated

in Table 1. Comparison is performed based on the average and
standard deviation values of Q, C , PL, and processing time,
t for 150 grayscale images with non-uniform illumination.
The best results are presented in bold for each analysis. The
error bars of the quantitative analysis of grayscale images
presented in Table 1 are also plotted in Figs. 10, 11, 12,
and 13 in “Appendix 3”. The error bars give better represen-
tation of the quantitative analysis presented in Table 1. Each
quantitative analysis (i.e., C, Q, PL and t) is plotted in the
error bars and compared with other enhancement techniques.
Figures 10, 11, and 12 show that the proposed AFIM method
attains the highest Q and PL with the lowest standard devia-
tion. Meanwhile the proposed AFIM method obtains second
highest rank in terms of C . As elaborated in Sect. 6, high C
and Q indicate that the image is successfully enhanced with
better contrast and quality of image is improved. In addi-
tion, high PL represents that the enhancement technique is
capable to enhance the image without enhancing the existing
noise.

The comparison presented in Table 1 indicates that in
terms of the average and standard deviation values, the pro-
posed AFIM method attains the highest value of Q and PL
and outperforms other methods. Meanwhile, the proposed
method is able to preserve the details by considering the
local contrast of the dark and bright regions in Eqs. (9) and
(10), respectively. Image information is retained, and over-
all contrast is improved. The proposed method achieved the
second highest overall contrast after BPDFHE. The proposed
AFIM method has successfully reduced the fuzziness of the
image, resulting in the highest value of PL as indicated by
Eq. (25). Furthermore, the proposed AFIM method involves
less complex computations and is comparably easier (i.e.,
ranked fourth) to execute compared with other enhancement
techniques.

Comparison of enhancement performance is also con-
ducted for color images (Figs. 7, 8, and 9) to examine
the enhancement effect produced by the proposed method.
Figure 7a shows the original image with non-uniform illu-
mination where the foreground (i.e., Man 4’s face) is darker
than the background. The details of the images are lost, and
the intensities in the dark regions are decreased, resulting
in the dim region surrounding the man’s face. Enhancement
process is conducted to improve the quality of the original
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Fig. 7 Comparison of the
enhancement results a Original
Man 4 image, b the proposed
AFIM method, c FQM [48], d
DCT [56], e BPDFHE [46], f
TM [39], g GC (γ = 0.3) [24]

image and to ensure that the processed image exhibits homo-
geneous illumination.

The proposed AFIM method increases illumination in the
dark region (i.e., around the man’s face) without causing
any intensity saturation as compared to the FQM. The image

enhanced by the proposed method obtained better illumina-
tion and improved image details without causing any color
saturation. The intensifier and de-intensifier as presented in
Eqs. (21) and (22) are utilized in the color enhancement
process to ensure that the enhanced image appears natural
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Fig. 8 Comparison of the
enhancement results a Original
Man 5 image, b the proposed
AFIM method, c FQM [48], d
DCT [56], e BPDFHE [46], f
TM [39], g GC (γ = 0.8) [24]

with better homogeneous illumination. In addition, the pro-
posed AFIM method produces enhanced image with the high-
est Q, C and PL of 0.78, 153.39, and 118.68, respectively.
The proposed algorithm outperforms the other enhancement
algorithms, obtains uniform illumination image with less
noise, and increases image clarity.

Tone mapping (TM) produces a natural-looking enhanced
image, similar and comparable to the image enhanced by the
proposed AFIM method. However, the TM operator over-
enhanced the existing bright region in the image, thereby
producing an over-bright region at the background of the
image. BPDFHE is able to improve overall image illumina-
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Fig. 9 Comparison of the
enhancement results a Original
Man 6 image, b the proposed
AFIM method, c FQM [48], d
DCT [56], e BPDFHE [46], f
TM [39], g GC (γ = 0.6) [24]

tion; however, the foreground is darker than the rest of the
regions in the image. Contrast is also increased which attains
the second highest of C which is 115.06.

Another example of non-uniform illumination is depicted
in Fig. 8. The bright regions are mainly distributed in the
foreground (i.e., around Man 5’s face), and the background
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Table 2 Average quantitative analysis of 150 color images with non-uniform illumination

Proposed method FQM DCT BPDFHE TM Gamma

Q 0.88 ± 0.09 0.74 ± 0.14 0.69 ± 0.11 0.68 ± 0.09 0.84 ± 0.11 0.74 ± 0.10

C 72.31 ± 11.94 52.78 ± 40.85 59.34 ± 15.69 72.09 ± 26.79 56.03 ± 25.08 63.98 ± 30.21

PL 66.95 ± 23.01 49.39 ± 14.75 42.38 ± 20.24 44.04 ± 30.88 34.04 ± 15.17 63.08 ± 44.21

t (s) 0.85 ± 0.03 1.85 ± 0.11 6.30 ± 0.58 0.20 ± 0.24 0.21 ± 0.15 0.12 ± 0.02

Values tabulated in this table are the average ± standard deviation values

of the image is dark. Although this figure clearly shows that
most of the methods enhance the original image, the problems
regarding over-enhancement still occur in the existing bright
regions of images produced by DCT, BPDFHE, TM, and GC.
Although FQM de-enhanced the bright region, accumulated
on Man 5’s face, the enhanced image appears unnatural and
image appears blurred than the original image presented in
Fig. 8a. This finding is supported by the fact that FQM has the
lowest value of Q which is only 0.66. The proposed method
on the other hand has a Q value of 0.90.

Figure 9 presents other example of images with non-
uniform illumination. Visual appearance in this figure indi-
cated that the proposed AFIM method produces a better-
enhanced image where the intensity values in the bright
region are decreased accordingly and important features are
maintained. The saturation intensifier and de-intensifier are
applied accordingly with Eqs. (21) and (22) for the dark
and bright regions, respectively. A natural-looking enhanced
image is attained as supported by the second highest value
of Q, which is 0.82.

Discrete cosine transform (DCT), FQM, and GC
approaches enhance the existing bright regions in the image
background, causing the background to be over-enhanced
and blurred. The edges and details of the image appear dete-
riorated resulting in a lower value of Q andC compared with
the enhanced image obtained through the proposed method.
Unlike the other enhancement techniques, TM produced the
brightest image; however, the image appears unnatural and
saturated, especially the foreground. The performance of
the proposed AFIM method is further depicted in Table 4,
“Appendix 1”. Five non-uniform illumination color images
are tabulated in this table. It is attested from this table that the
proposed AFIM method successfully enhanced those color
images without causing loss of details in the image.

The qualitative results presented in Figs. 7, 8, and 9 are
supported by the average and standard deviation values pre-
sented in Table 2. As highlighted in Table 2, the proposed
method attains the highest values of Q, C , andPL. This result
indicates that the proposed method successfully enhanced the
image while preserving the details and suppressing existing
noise. The graphs of 150 color images are plotted in these

figures for different enhancement techniques. The results
show that the proposed AFIM method obtains the highest
C, Q and PL for most of the color images. In addition, the
error bars in Figs. 14, 15, 16, and 17 depict that the proposed
method produced the best results that possess the highest
average and low standard deviation values for most of the
analysis.

8 Conclusions

A novel enhancement technique based on the fuzzy inten-
sity measure was proposed in this study to solve problems
regarding degraded images with non-uniform illumination
and low contrast. Image illumination is improved by apply-
ing a specific Gaussian function for dark and bright regions.
The local contrast of the image was enhanced with a sigmoid
function to ensure that the details of the image are preserved.
The intensifier and de-intensifier were also applied to the
saturation level of the color images to avoid over-saturation.
Comparative analyses were performed to evaluate the perfor-
mance of the proposed AFIM technique. The visual quality
of the obtained images were compared, and their quantitative
measures were computed. Qualitatively, the enhanced images
produced by the proposed technique are able to enhance the
dark region, and the existing noise was not enhanced. The
qualitative findings also supported by quantitative analysis,
which indicates that the proposed technique outperformed
the other techniques in terms of improving non-uniform
image illumination. The findings reveal that the proposed
method surpassed the other techniques and obtained the best
image quality index. The proposed algorithm was compara-
bly fast because it selectively enhanced the image according
to its corresponding bright or dark regions. Existing noise
was successfully attenuated compared with the other tech-
niques. Therefore, the proposed technique is suitable for use
in real-time applications.

Appendix 1

See Tables 3 and 4.
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Table 3 Comparison of enhancement techniques for grayscale images

 
Techniqu
es/ Image 

1 2 3 4 5 

Original 

 
AFIM 

FQM 

DCT 

BPDFHE 

TM

GC
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Table 3 continued

Techniques/ 
Image 

6 7 8 9 10 

Original

AFIM 

FQM

DCT

BPDFHE

TM

GC
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Table 4 Comparison of enhancement techniques for color images

Techniques/ 
Image 

11 12 13 14 15

Original

AFIM 

FQM

DCT

BPDFHE

TM

GC
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Table 4 continued

Techniques/ 
Image 

16 17 18 19 20 

Original

AFIM 

FQM

DCT

BPDFHE

TM

GC
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Appendix 2

See Tables 5, 6, 7 and 8.

Table 5 Comparison of enhancement results based on image contrast
(C)

Image Enhancement technique

Original AFIM FQM DCT BPDFHE TM GC

1 58.06 73.70 51.98 56.59 61.47 59.91 54.74

2 37.07 50.11 46.62 36.12 49.77 42.36 35.21

3 31.31 52.14 48.88 29.95 56.55 29.28 28.33

4 21.73 36.02 22.26 21.21 35.40 30.11 31.43

5 34.38 62.66 52.43 31.93 56.43 35.41 28.48

6 52.53 67.24 65.67 51.69 53.90 44.20 57.19

7 49.22 67.70 66.28 48.21 52.72 41.12 63.59

8 60.19 66.03 61.30 58.46 71.01 54.70 46.95

9 67.53 72.74 72.03 65.44 67.79 62.42 57.88

10 47.31 64.11 62.03 46.11 49.66 40.48 42.81

11 36.79 41.35 25.41 62.21 65.08 64.10 40.58

12 31.40 59.39 26.31 56.74 39.53 31.21 35.21

13 76.79 80.30 58.97 77.95 34.91 25.42 82.14

14 73.39 79.53 56.39 87.09 77.82 26.97 77.83

15 79.42 84.63 59.34 41.79 86.46 23.65 83.97

16 78.22 82.68 42.31 92.35 42.11 28.74 82.67

17 65.35 97.80 56.91 65.08 43.45 36.51 69.99

18 57.15 68.62 55.12 50.53 84.16 41.23 61.05

19 76.21 88.61 51.32 84.02 53.74 45.31 80.76

20 40.41 66.81 24.36 44.19 17.67 28.41 44.35

The best results are made bold
The image contrast is calculated and compared with the original image
(i.e., without enhancement) and the enhanced images obtained by dif-
ferent enhancement techniques

Table 6 Comparison of enhancement results based on image quality
index (Q)

Image Enhancement techniques

AFIM FQM DCT BPDFHE TM GC

1 0.99 0.86 0.67 0.80 0.90 0.93

2 0.94 0.92 0.66 0.96 0.91 0.87

3 0.99 0.93 0.72 0.92 0.89 0.59

4 0.98 0.96 0.78 0.91 0.88 0.96

5 0.96 0.92 0.75 0.92 0.93 0.85

6 0.96 0.87 0.85 0.90 0.90 0.96

7 0.96 0.99 0.76 0.97 0.91 0.94

8 0.95 0.94 0.69 0.92 0.89 0.85

9 0.99 0.96 0.94 0.91 0.88 0.59

Table 6 continued

Image Enhancement techniques

AFIM FQM DCT BPDFHE TM GC

10 0.94 0.95 0.91 0.96 0.93 0.86

11 0.72 0.41 0.54 0.69 0.57 0.72

12 0.66 0.38 0.50 0.64 0.56 0.67

13 0.97 0.93 0.90 0.96 0.92 0.96

14 0.93 0.84 0.89 0.83 0.91 0.94

15 0.96 0.93 0.95 0.97 0.85 0.98

16 0.95 0.82 0.93 0.96 0.83 0.97

17 0.94 0.83 0.76 0.84 0.88 0.93

18 0.88 0.67 0.70 0.81 0.73 0.81

19 0.96 0.84 0.93 0.83 0.65 0.78

20 0.66 0.48 0.54 0.76 0.56 0.68

The best results are made bold
The image quality index is computed by considering difference between
original and enhanced image as presented in Eqs. (14) and (22) for
grayscale and color images, respectively. Thus, the quantitative results
attained by the proposed method are tabulated and compared with other
enhancement techniques

Table 7 Comparison of enhancement results based on PL

Image Enhancement techniques

AFIM FQM DCT BPDFHE TM GC

1 97.40 30.57 48.56 61.09 49.04 74.41

2 80.97 69.44 49.62 57.22 27.55 78.98

3 137.64 52.45 41.23 43.76 20.87 73.64

4 98.67 83.29 50.68 98.44 51.01 88.67

5 92.44 46.55 52.31 48.40 25.68 84.44

6 53.83 30.57 47.69 61.09 49.04 35.41

7 48.54 69.44 51.36 57.22 27.59 36.84

8 68.45 52.45 54.32 43.76 20.86 57.59

9 67.53 103.29 54.37 98.44 51.01 56.18

10 46.97 46.55 37.34 48.40 25.68 49.73

11 96.62 95.63 113.56 137.23 53.34 90.10

12 101.40 87.54 104.21 124.63 74.08 95.55

13 96.05 132.64 91.26 115.32 33.12 81.17

14 206.97 125.21 109.39 75.71 27.92 152.90

15 147.11 124.69 113.21 49.31 27.61 120.70

16 173.18 134.95 99.68 54.92 29.35 239.45

17 185.31 124.36 134.61 93.00 31.23 123.81

18 289.34 123.18 93.21 194.24 45.80 163.44

19 173.12 126.41 104.32 164.84 25.93 171.39

20 506.97 129.74 81.24 165.93 52.83 491.73

The best results are made bold
The PL is computed by considering difference between original and
enhanced image as presented in Eq. (25). Thus, the quantitative results
attained by the proposed method are tabulated and compared with other
enhancement techniques
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Table 8 Comparison of enhancement results based on processing time
(t) (in s)

Image Enhancement techniques

AFIM FQM DCT BPDFHE TM GC

1 0.19 1.40 6.72 0.71 0.58 0.49

2 0.09 0.71 5.67 0.18 0.18 0.04

3 0.07 0.66 5.67 0.14 0.14 0.06

4 0.10 0.59 5.61 0.15 0.16 0.07

5 0.06 0.69 5.58 0.14 0.13 0.05

6 0.18 1.30 7.21 0.73 0.57 0.42

7 0.45 0.80 5.72 0.18 0.18 0.15

8 0.35 0.69 5.65 0.15 0.16 0.09

9 0.31 0.62 5.65 0.14 0.14 0.09

10 0.49 0.74 5.61 0.15 0.14 0.19

11 0.51 1.15 7.50 1.22 0.86 0.19

12 0.43 1.09 6.18 0.59 0.50 0.07

13 0.43 1.07 5.94 0.51 0.56 0.06

14 0.44 1.21 5.91 0.51 0.53 0.05

15 0.42 1.17 6.02 0.51 0.52 0.06

16 0.42 1.27 6.04 0.50 0.48 0.05

17 0.41 1.13 6.02 0.50 0.52 0.09

18 0.42 1.44 5.92 0.61 0.48 0.09

19 0.43 1.29 5.99 0.53 0.47 0.07

20 0.44 1.25 5.89 0.52 0.61 0.07

The best results are made bold

Appendix 3

Quantitative analysis for grayscale images

See Figs. 10, 11, 12, and 13.
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Fig. 10 Error bars of image contrast for different enhancement tech-
niques. Graph is plotted by computing average and standard deviation
of image contrast for 150 grayscale images
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Fig. 11 Error bars of image quality index for different enhancement
techniques. Graph is plotted by computing average and standard devi-
ation of image contrast for 150 grayscale images
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Fig. 12 Error bars of PL for different enhancement techniques. Graph
is plotted by computing average and standard deviation of image con-
trast for 150 grayscale images
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Fig. 13 Error bars of processing time for different enhancement tech-
niques. Graph is plotted by computing average and standard deviation
of image contrast for 150 grayscale image
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Appendix 4

Quantitative analysis for color images

See Figs. 14, 15, 16, and 17.
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Fig. 14 Error bars of image contrast for different enhancement tech-
niques. Graph is plotted by computing average and standard deviation
of image contrast for 150 color images
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Fig. 15 Error bars of image quality index for different enhancement
techniques. Graph is plotted by computing average and standard devi-
ation of image contrast for 150 color images
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Fig. 16 Error bars of PL for different enhancement techniques. Graph
is plotted by computing average and standard deviation of image con-
trast for 150 color images
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Fig. 17 Error bars of processing time for different enhancement tech-
niques. Graph is plotted by computing average and standard deviation
of image
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