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Abstract The extraction of local photometric descriptors
from images has been extensively reported in the computer
vision literature. The main purpose of this paper is to provide
an objective comparison between the performance of four
of the most popular algorithms of this kind: SIFT, SURF,
BRIEF and DAISY. Constraining our analysis to grayscale
data, several major points distinguish this work from the pre-
vious evaluation initiatives: (1) A large amount of data were
used, representing a broad range of real-world scenes; (2)
an automated evaluation procedure was devised, in order to
minimize subjectivity; and (3) we analyze the reliability of
each algorithm not only in terms of the distances between
corresponding feature descriptors but also of their order sta-
tistics. Also, the public availability of a new annotated data set
is reported, which is suitable for the automated and statisti-
cally significant evaluation of keypoint detection and match-
ing strategies.

Keywords Image registration - Feature extraction -
Local descriptors - Interest points

1 Introduction

The relevance given to local descriptors has been increasing
for different computer vision applications, including object
recognition (e.g., [9,16,17]), image alignment [12], feature
tracking [4] and robot navigation [6].

The effectiveness of such local descriptors directly corre-
sponds to their invariance with respect to translation, scale,
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rotation, affine and perspective transforms. Various algo-
rithms of this kind were proposed, based on intensity, color,
texture or gradient information. In this work, we evaluate
the performance of four of the most popular keypoint detec-
tion/matching techniques: SIFT [13], SURF [1], BRIEF [2]
and DAISY [21]. Our analysis is constrained to grayscale
data, which evidently corresponds to the most frequent sce-
nario where these techniques are used. The justifications for
the selected techniques are threefold: (1) the number of cita-
tions to these techniques in the computer vision literature;
(2) the outstanding results reported by authors; and (3) the
reputability of the information sources where these methods
were published.

As given below, previous evaluation initiatives of this kind
of techniques are reported in the literature. However, several
drawbacks of these works can be enumerated: (1) Most used
small data sets, which reduce the statistical significance of the
results; (2) the used images regard specific scenarios, which
makes generalization of the results difficult; and (3) subjec-
tive evaluation protocols were used, biasing the subsequent
analysis.

Hence, the main purpose of this paper is to provide an
objective comparison between the performance of keypoint
detection/matching techniques. When compared to similar
works, three distinguishing features can be enumerated: (1) A
systematic and automated evaluation procedure was carried
out, enabling to report objective results; (2) the used data
comprise images acquired in real-world conditions and with
jointly varying factors (changes in translation, scale, rotation,
perspective, blur and lighting conditions); and (3) a large
number of images were used in the evaluation, increasing
the statistical significance of the results obtained.

As major conclusions, we found that—for all the algo-
rithms evaluated—the reliability of keypoint correspon-
dences varies most with respect to the order statistic [5]
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of matching distances than with respect to the matching
distances themselves, i.e., the relative distance between the
descriptors of each correspondence reported is a better pre-
dictor of performance than the distance value in absolute
terms. Also, each algorithm offers best results in specific
ranges of the performance space, and too simplistic state-
ments about their relative performance are erroneous.

1.1 Related performance evaluation initiatives

Schmid et al. [19] introduced two evaluation criteria for inter-
est point detectors: the repeatability rate and the information
content. Regarding the former, an improved version of
the Harris detector was considered the best measure. The
results for information content showed that the Harris detec-
tor outperformed the Heitger detector. Mikolajczyk and
Schmid [14] evaluated local descriptors using recall/precision
values, having considered changes in scale, rotations, blur
and JPEG compression. In addition, they proposed an exten-
sion of SIFT, which outperformed all of the strategies tested
in that study. Previously, the same authors compared the per-
formance of SIFT, steerable filters, differential invariants,
complex filters, moment invariants and cross-correlation for
different types of interest points [15]. Focusing on the SIFT
method, Tao et al. [20] surveyed research on SIFT-based
object recognition and compared the performance of SIFT
to its variants. They used recall/precision, repeatability rates
and ROC curves as the main performance measures and con-
cluded that SIFT behaves comparably to GLOH descrip-
tors. Ke and Sukthankar [11] concluded that the PCA-SIFT
variant is more distinctive, robust to image transforms and
compact than the original SIFT approach. Carneiro and Jep-
son [3] compared the performance of their region descrip-
tor, based on complex-valued steerable filters, to descriptors
based on differential invariants. They concluded that their
method leads to better performance under common illumi-
nation changes and 2-D rotation and obtains similar results in
terms of scale changes. Randen and Husoy [18] compared the

Fig. 1 Cohesive overview of
the proposed evaluation
framework. For each pair of
images of the same scene (I;
and I,), a corresponding
homography (17) was found.
Keypoint detection and
matching techniques were
evaluated, based on the
ground-truth provided by the
corresponding homography

Keypoints

Input Data (I1)
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performance of different convolution kernels in local image
patches, having observed that among the tested filters (Law,
Gabor, FIR, DCT and wavelet decompositions), none consis-
tently outranked the others. Rather, performance is strongly
dependent on the application and filter parameterizations.

For color-based object recognition, Sande et al. [23] stud-
ied the invariance and distinctiveness of color descriptors
with respect to photometric transformations. This study con-
cluded that invariance to light intensity is possible to obtain,
while changes in light color consistently affect performance.
This study suggests that when choosing a single descriptor
with no prior knowledge about the data set, object and scene
categories, a variant of SIFT computed in the opponent color
space is recommended. Preliminary results from the same
team were given in [22].

1.2 Proposed performance evaluation protocol

A cohesive overview of the evaluation protocol devised for
this work is depicted in Fig. 1:

1. We collected a data set of roughly planar scenes of indoor
and outdoor environments. These images regard a broad
range of scenes and are highly heterogeneous in terms of
lighting conditions.

2. For every pair of images of the same scene (/7 and ), a
set of k; point correspondences were manually annotated.

3. A homography was found per pair of images, represent-
ing the transformation of any position in /| to a position
in 1.

4. Keypoints were detected and matched for every pair of
images, according to the four techniques considered.

5. The goodness for each pair of matched keypoints was
measured, with respect to the ground-truth derived from
the corresponding homography.

The remainder of this paper is organized as follows: Sect. 2
provides an overview of the keypoint detection and matching
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techniques considered. Section 3 describes our experiments
and discusses the results. Finally, the overall conclusions are
given in Sect. 4.

2 Evaluated techniques

Here we provide an overview of the techniques considered
in this paper: Two of these describe algorithms for the com-
plete detection/description/matching processing chain (SIFT
and SURF), and the remaining (BRIEF and DAISY) focus
exclusively on the description/matching phases. For the lat-
ter techniques, we considered different possibilities for the
keypoint detection phase (Harris corner detection, visual
saliency, SIFT and SURF detection). Table 1 summarizes
the combinations of techniques evaluated.

2.1 Keypoint detection/description: SIFT

Proposed by Lowe [13], SIFT starts by obtaining a scale-
space pyramid, approximated by the difference between
Gaussian blurred images at different sigma values. Then,
each element of the pyramid is considered a potential key-
point if it is a local extremum in a 3D neighborhood. For
the purpose of accuracy, a 3D quadratic function is fitted
to sample points /(x) according to the Taylor expansion
I1(x) =1+ g—ix + %XT?)%X. The exact location of the can-
didate keypoint is given by:

(o ortar 0
- 9x? ax
Next, unstable extrema (|/(X)] < 0.03) and edge

tr(H)? (r+1)?
det(H) T

det(.) are the trace and the determinant, respectively, H is the
Hessian matrix, and r is an empirically adjusted threshold.
Finally, the magnitude of keypoints is given by the energy of
the forward differences in the vertical and horizontal direc-
tions, and their orientation is given by the arctan of the pro-
portion between these differences.

Regarding the description of keypoints, the concatena-
tion of the magnitudes and orientation of gradients yields

responses ( ) are rejected, where tr(.) and

Table 1 Combination of keypoint detection/description/matching
techniques evaluated in this paper

Keypoint detection Keypoint Keypoint
description matching
SIFT SIFT £2-norm
SURF SURF £2-norm
Harris, SIFT, SURF, BRIEF ¢ -norm
visual saliency
Harris, SIFT, SURF, DAISY £%-norm

visual saliency

a feature vector. Next, keypoints are matched by the near-
est neighbor strategy using the ¢ norm. Having observed
that many matches are due to background clutter, the authors
compared the minimum distance between feature descriptors
to the second smaller value. If this ratio is below a threshold,
the correspondence is considered genuine.

2.2 Keypoint detection/description: SURF

In SURF [1], local keypoint detection starts by getting the
Hessian matrix at different scales. Interest points are defined
as local extrema in the 3D neighborhoods of the determinant
of the Hessian matrix:
%1 aI1*

al )2’ @)

w—
axy

being % the image derivative with respect to a direction and @
aweight. To ensure invariance to rotation, authors maximized
the energy of the Haar wavelet responses in horizontal and
vertical directions at every point in a circular neighborhood.

In the description of each keypoint, a circular window with
a radius proportional to scale is analyzed, and the responses
to two orthogonal Haar wavelets are considered. For each
region, four values are obtained: > g—;, > g—;, > |g—;| and
> |g—; |, and their concatenation yields the descriptor vector.
In our experiments, matching between feature vectors was
done according to the £? norm. Similarly to the SIFT, a match
was considered genuine only if the proportion between the
top two nearest neighbors is below a threshold.

2.3 Keypoint description: BRIEF

Calonder et al. [2] considered that binary strings are effi-
cient feature point descriptors. For each image pixel, a
square region 2 of size s was analyzed and a binary test
defined: (X, x1,x2) = 1 if p(x1) < p(x2); otherwise,
(2, X1, X2) = 0, where x_ denotes an image location in §2
and p(x) denotes the probability (pdf) of observing intensity
values equal to / (x) inside §2. By choosing a set of (x1, X»)
locations (size t), the descriptor of the patch is given by the
bit-string:

t
flp)=2""0(Q,x1,%2). 3)

i=1

Different strategies were considered to obtain the spatial
arrangements of the binary tests in{2, concluding that perfor-
mance is optimized when (X, Y) are independent and iden-
tically distributed random variables that follow a Gaussian
distribution centered at 0 with variance of s2/25. Finally,
descriptors were matched according to the £! norm.
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2.4 Keypoint description: DAISY

Tola et al. [21] introduced a local image descriptor robust to
photometric and geometric transformations. For every can-
didate keypoint, the authors drew circular regions of inter-
est centered at each point with increasing radii, from which
a number of orientation maps were extracted. The authors
obtained these maps G for patches 2 of different sizes:

G2 = G (%)+ @

where [ is the input image, o is the orientation, and ()t =
max(a, 0). Depending on the number of layers and of the
radii of circular paths, the number of orientations and of the
accumulated gradients is stored in histograms. The DAISY
descriptor results from the concatenation of these histograms.

2.5 Keypoint detection: Harris

The Harris corner detector [7] is a well-known technique for
locating interest points. It is based on the local autocorrelation

Fig. 2 Examples of the images
used in our experiments. They
regard a broad spectrum of
scenes (e.g., buildings, objects,
forests and paintings) and were
acquired in non-controlled
conditions with joint variations
in terms of scale, rotation,
perspective, occlusion and
lighting conditions
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function, measuring how similar a signal is to the same signal
shifted toward different directions:

2
cx.y Ax, Ay = > (I(u, V) = I(u+ Ax, v+ Ay)) .
(u,v)ef

(&)

The shifted version / is obtained by the first-order expan-
sion of the Taylor series I (u + Ax,v + Ay) =~ I(u,v) +
(3L (u, v) + %(u, v)] - [Ax, Ay]T. ¢() is estimated by a
quadratic function [Ax, Ay] Q(x, y) [Ax, Ay]T, given by:

921 a1
Z_Q ax_z(u’ U) Z.Q m(”h v)
9l 921
200y 2 g2

Interest points correspond to positions with high values
for both eigenvalues of Q.

Qx,y) = |: (6)

2.6 Keypoint detection: visual saliency

Itti et al. [10] proposed a biologically based algorithm based
on the feature integration theory. A dyadic Gaussian pyramid
was built, and features extracted by a center-surround opera-
tion I (c,s) = |I(c)©1(s)|, being I (c) and I (s) representa-
tions of the data at coarse and fine scales. Authors obtained
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Fig. 3 Pdf and cdf values observed for the BRIEF (a) and DAISY (b) descriptors, with respect to the four keypoint detection methods considered

different linear combinations of these center-surround oper-
ators using red-, green- and blue-intensity data channels.
The saliency map is the arithmetic mean of the three maps
%(N(I) + N(C) + N(0)), where N(I), N(O) and N(C)
denote the normalized intensity, orientation and color maps,
respectively.

3 Experiments and discussion
3.1 Data sets and ground-truth

To ensure the reproducibility of the results, the data set and
the annotation files used in this evaluation are publicly avail-
able.! 686 images were used, acquired using a Canon Digi-
tal Ixus 99 IS camera and covering 65 scenes. Images were
resized from 4,000 x 3,000 to 800 x 600 pixels using
bilinear interpolation, converted into grayscale and stored in

! http://www.di.ubi.pt/~hugomep/doc/evaluationDescriptors.zip.

bitmap format. All scenes contain non-deformable objects,
captured from varying distances and 3D angles under non-
controlled lighting conditions (Fig. 2).

For every pair of images of the same scene, a set of corre-
sponding points were manually annotated. These points were
used to obtain a homography I" that maps each position in
one image into the other:

[x1, i, 2117 = Tlx2, y2, 221"

hi1 hi2 hi3 X2

hay h2p hos » |, N
h31 h3o h33 2

where (x1, y1, z1) and (x2, y2, z2) denote the homogenous
coordinates of points in both images. I” is non-singular and
homogeneous, with eight degrees of freedom. Two linear
equations were derived for each point correspondence k;:

[X1(h31X2 + h32y2 +h33) = hi1xo +hiayz + his )

yi(h31x2 4+ h3oy2 4+ h33) = horxo + hooyr + hos”
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After algebraic manipulation, (8) can be rearranged as
follows:

x2y21 0 00 —=x1x2 —x1)2 —xl]
I'=0. 9
|:0 00x2y21 —y1x2 =y1y2 — )1 ©

Having at least four correspondences, the matrix I" was
derived by solving the corresponding system of linear equa-
tions. Hartley and Zisserman [8] provide additional details
on this technique.

3.2 Performance evaluation

Let (11, I2) be a pair of images of the same scene. When
running a keypoint detection/matching algorithm, a set of
correspondences between points in I; and I are reported.
Let k; denote the jth correspondence and d; denote the cor-
responding distance between the feature descriptors, i.e.,
d; = E(f(xl, 1), f(x2, yz)), being (x, y) the positions on
both images, f : N> — R” the feature descriptor and
& a distance function. Let I" be a homography that maps
every point of /5 into ;. For each k;, the error function
¢(ki) : N — [0, 1] has an inverse correspondence to the
goodness of k;:

[, yo) = IM(x2, y2)ll2
VW21 H? ’

where I" (x2, y2) denotes the location of the keypoint (x2, y2)
on the first image, when transformed by I". (W, H) are the
image width and height and act as normalization terms.

In all our subsequent analysis, the term performance refers
to the reliability of keypoint correspondences reported by
matching algorithms, i.e., high performance corresponds to
cases where most correspondences are genuine, and is equiv-
alent to ¢ (k;) ~ 0, Vk;. Oppositely, poor performance is
equivalent to cases where values of ¢ (k;) are large, i.e., there
is a poor agreement between the keypoint correspondences
reported by the algorithm and the ground-truth data.

¢ (ki) = (10)

3.3 Performance of keypoint correspondences

As DAISY and BRIEF do not comprise the keypoint detec-
tion phase, their performance was assessed with four detec-
tion techniques: the Harris, visual saliency, SIFT and SURF
detectors. Figure 3 gives the pdf and the cumulative (cdf)
distribution functions for values of ¢(k;). The SIFT key-
point detection returned the best results for both the BRIEF
and DAISY descriptors (mean values of ¢ (k;) = 0.2872
for BRIEF and ¢ (k;) = 0.2348 for DAISY). SURF and
visual saliency provided similar results, and the poorest per-
formance was observed for the Harris corner detector. Hence-
forth, all the experiments about BRIEF and DAISY include
the SIFT keypoint detection phase.
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Fig. 4 Comparison between the performance of BRIEF, DAISY, SIFT
and SURF techniques. The horizontal lines denote the best and worst
performance observed at each operating point

Table 2 Mean matching errors observed for the BRIEF, DAISY, SIFT
and SURF techniques

Keypoint detection/matching Mean error ¢ (k;)

BRIEF 0.2872
DAISY 0.2348
SIFT 0.2685
SURF 0.2400

Figure 4 provides the distributions of the ¢ (k;) values for
the four algorithms evaluated. The upper plot gives the pdf,
and the bottom plot gives the cdf values. Error bars repre-
sent 95 % confidence intervals calculated via bootstrapping.
On the basis of these results, the major conclusions were as
follows: (1) Globally, algorithms got close performance val-
ues, and the confidence intervals intercept in most regions of
the space; (2) DAISY and SURF got the slight best results,
which is particularly evident in the cdf plot; (3) SIFT got the
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Fig. 5 Histograms of the matching distances d obtained for the SIFT, SURF, DAISY and BRIEF algorithms

third rank in terms of performance; and (4) BRIEF exhib-
ited the poorest performance. It is noteworthy that all meth-
ods produced bimodal distributions, with the highest density
around ¢ (k;) = O (i.e., when the keypoints were success-
fully matched). Table 2 summarizes the performance values
in terms of the mean error.

Having concluded that none of the techniques consistently
outranked the others and can be simply considered the best,
our subsequent analysis was focused on the reliability of each
technique with respect to the feature distances between the
matched keypoints. A reasonable hypothesis is that the relia-
bility of the correspondences reported varies with respect to
the values of d,, i.e., the matching distance. Intuitively, very
low distances augment the confidence on the correspondence,
whereas high distances have high pdf of regarding a spurious
keypoint correspondence.

Figure 5 gives the pdfs of the matching distances d;. Hav-
ing DAISY as exception, all the techniques yielded unimodal
distributions. SIFT was approximated by a negative skewed
Gaussian curve, whereas BRIEF and SURF have a strong
positive skew and were modeled by log-logistic distributions.
Finally, the distribution of DAISY scores was modeled by a
Gaussian mixture model.

3.4 Relationship between matching distances, order
statistics and performance

To assess the relationship between the d; values, their order
statistic and the performance ¢ (k;), two statistical tests were
conducted, with null hypothesis:

- Hg: There is no relationship between the matching dis-
tances d; and performance ¢ (k;).

— H§: There is no relationship between the order statistic
of matching distances o(d;) and performance ¢ (k;).

Table 3 Statistical tests of the linear correlation between matching
distances d, their order statistics and performance ¢ (k;)

Method Test P t Status
BRIEF HY 0.0541 69.27 X
BRIEF H 0.1473 190.41 X
DAISY HY 0.0784 141.42 X
DAISY H 0.1546 281.40 X
SIFT HY 0.1797 838.94 X
SIFT HY 0.0858 404.80 X
SURF HY 0.0799 219.64 X
SURF HY 0.2346 661.30 X

@ Springer
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Fig. 6 Scatter plots of the
linear relationship between
matching distances d, their
ranks and performance of SIFT
(c), SURF (d), DAISY (b) and
BRIEF (a) strategies
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Pearson’s correlation coefficient is a measure of linear
correlation and is given by:

ny. sis — (Zsl)(Zsz)

Vo - ()03 - (E0))

(11)
where S7 and S, are the two compared statistics of size n.
p(.,.) has a t-distribution with n — 2 degrees of freedom, and
(n=2)
1—p2°
icance level. Accordingly, if |¢| > 2.81, the null hypothesis
is rejected.

As givenin Table 3, the observed ¢ values were much larger
than the critical value and, for all cases, the null hypothe-
sis was rejected. Hence, it can be concluded that there is a
solid relation between the performance of keypoint corre-
spondences and both the distances between feature descrip-
tors and their order statistic.

Figure 6 quantifies the strength of the relationships
between performance (¢ (k;) column in the vertical axis),
matching distances d; (horizontal axis in the left subfigures)
and their order statistic o(d;) (horizontal axis in the right
subfigures). The straight lines are the least-squares fitting:
Higher slopes denote stronger relationships. The strongest
impact on performance was observed for SIFT with respect
to the matching distances, even though it is noteworthy that
the relation between performance and ranks of matching dis-
tances was generally stronger than the relation between per-
formance and matching distances.

The above conclusion is confirmed by the analysis of
Fig. 7, showing these relations in a visual way (the inde-
pendent variables appear quantized in normalized intervals
{1, ..., 10}). Inthese plots a linear and monotonous variation
in the dependent variable (¢ (k;)) with respect to the inde-
pendent variable is more evident in the bottom plot (order
statistic) than in the upper plot (matching distances). In this
case, matching distances appear to be related to performance
in a highly nonlinear way.

This observation was regarded as one of the major findings
reported in this paper and has a clear insight: Order statistics
preserve contextual information about the set of matching
distances and—as such—provide a more reliable confidence
measure for keypoint correspondences than matching dis-
tances.

p(S1, $2) =

the test statistic is given by t = p ata = 0.01 signif-

3.5 Which technique is the best?

In this section we address the question about the best method
to use in a practical scenario, given some prior informa-
tion about the expected matching distances d;. For such,
we analyzed the joint relationship between performance
¢ (k;), matching distances and their order statistic. The
joint pdf mass functions were obtained by P(d;, o(d;)) =

04 ; ; ; ! !

(ki)

: : : : SIFT
01k T ....... B RIS S S ——— SURF H
: : : : BRIEF
H H : : DAISY
0.05 i i i i
0 2 4 6 8 10 12

(ki)

2 4 6 8 10 12
Order Statistic o(d;)

Fig. 7 Performance comparison for the SIFT, SURF, DAISY and
BRIEF descriptors with respect to rank order (bottom figure) and match-
ing distance (upper figure)

P(dilo(d;)).P(o(d;)), being d; and o(d;) quantized in
{1, ..., 10} intervals.

Figure 8 plots the joint relationships: Especially for the
DAISY and SURF methods, the order statistics have a
notably greater impact on performance than the matching
distances. BRIEF exhibited the most homogeneous levels
of performance and is the least susceptible to variations in
performance with respect to matching distances and order
statistics. Finally, an evident decline in the performance of
SIFT was observed in one extreme of the performance range,
enabling us to conclude that its reliability decreases signifi-
cantly for high matching distances.

For comprehensibility, Fig. 9 summarizes the results and
gives in different colors the best method, with respect to a
range of matching distances and their order statistic. Note that
each method outperforms all others at some operating range,
turning evident that too simplistic conclusions (e.g., “method
A is better than method Y”’) are erroneous. Instead, we con-
cluded that:
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Fig. 8 Joint relationship (a) p(5,0=0.2195 + 0.0017 0 + 0.0057s  (b)  p(s,0)=0.1834 + 0.0037 0 + 0.0054 s

between the matching distances
d; and their order statistic o(d;)
for performance in the SIFT (c),
SUREF (d), DAISY (d) and
BRIEF (a) methods. Next to
each plot, the equation of the
least-squares first-degree
polynomial. Note that with the
exception of SIFT, for all
remaining methods, the order
statistic is a better predictor of
reliability than the matching

o (k:)

o (ki)

(© p(s,0)=0.2387 + 0.0290 0 - 0.0178 s (d) p(s,0)=0.1578 + 0.0053 o + 0.0068 s

distance
o(ds)
~
‘o
2
Nt
©
i.e:.
<

Fig. 9 Summary of the methods considered the best, with respect to
a range of matching distances d; and their order statistic o(d;). Colors
denote the best observed performance at the corresponding operating
range

— SUREF is the most reliable technique if the matching
distances are high and order statistics low. For practi-
cal cases, this corresponds to noisy acquisition environ-
ments, where a large heterogeneity between the matching

@ Springer

distances is expected, also in cases where only the best
keypoint correspondences are considered.

In the other extreme of the performance space, SIFT is
the most reliable technique if the matching distances are
low and the order statistic is high (i.e., when the set of
matching distances contains many low values). This indi-
cates that SIFT is mostly suitable for good-quality envi-
ronments, in which the pdf of obtaining low matching
distances increases. Also, SIFT is the best technique in
cases where a high proportion of the keypoints corre-
spondences are used.

DAISY is the best technique for intermediate cases,
i.e., when order statistics and matching distances have
approximately the same values in the quantized intervals.
BRIEF hardly can be considered the best option for prac-
tical scenarios, even though it is the less sensitive to
variations in performance with respect to matching dis-
tances and their order statistic.

4 Conclusions

In this paper we selected four of the most well-known meth-
ods for detecting/matching keypoints in grayscale images
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(SIFT, SURF, BRIEF and DAISY) and carried out a sys-
tematic evaluation procedure with several singularities: (1) a
large set of real-world data was used, representing a broad
range of scenes with joint variations in translation, scale,
rotation, perspective and lighting conditions, and (2) a com-
pletely automated evaluation procedure was devised, avoid-
ing that subjectivity biases the obtained results.

According to our observations, the major conclusions are
as follows: (1) There is a statistically significant relation
between the matching distances reported by algorithms and
the performance of each technique, and (2) specifically, the
order statistic of the matching distances is a better predictor
of performance than the matching distance itself.

When comparing the results attained by the techniques
tested, we observed that general statements such as “method
A is better than method B” are too simplistic and should be
avoided. Instead, we concluded that SIFT, SURF and DAISY
are the best in specific ranges of the performance space:
SUREF is better for noisy acquisition environments and for
cases where only a fraction of the reported keypoint corre-
spondences is used; SIFT is better for good-quality environ-
ments, where a large number of reliable correspondences are
expected; and DAISY outperforms both techniques for envi-
ronments of intermediate quality. Finally, BRIEF was not
considered the most effective for any practical scenario, but
is the less sensitive to variations in performance with respect
to matching distances and their order statistic.

In this scope, further work should comprise the objec-
tive comparison between the performance of grayscale and
color-based keypoint detectors, which have been gaining in
popularity in the last few years. Also, it will be particularly
important to perceive the correlation between the responses
given by both types of descriptors, enabling us to perceive
the actual role of color in this type of tasks.
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