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Abstract Motion segmentation is a crucial step in video
analysis and is associated with a number of computer vision
applications. This paper introduces a new method for seg-
mentation of moving object which is based on double change
detection technique applied on Daubechies complex wavelet
coefficients of three consecutive frames. Daubechies com-
plex wavelet transform for segmentation of moving object
has been chosen as it is approximate shift invariant and
has a better directional selectivity as compared to real val-
ued wavelet transform. Double change detection technique
is used to obtain video object plane by inter-frame differ-
ence of three consecutive frames. Double change detection
technique also provides automatic detection of appearance
of new objects. The proposed method does not require any
other parameter except Daubechies complex wavelet coeffi-
cients. Results of the proposed method for segmentation of
moving objects are compared with results of other state-of-
the-art methods in terms of visual performance and a num-
ber of quantitative performance metrics viz. Misclassification
Penalty, Relative Foreground Area Measure, Pixel Classifi-
cation Based Measure, Normalized Absolute Error, and Per-
centage of Correct Classification. The proposed method is
found to have high degree of segmentation accuracy than the
other state-of-the-art methods.
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1 Introduction

Moving object segmentation is an important step for devel-
opment of any computer vision system [1]. Segmentation of
moving object is a process of isolation of foreground object
from background of a video sequence. Segmentation is a
complicated task due to following reasons [2].

1. Changing background.
2. Presence of noise and blur in video.
3. Shape and size of object may vary from frame to frame.
4. Varying lighting conditions.
5. Abrupt motion of object.
6. Presence of occlusion.

In comparison with the literatures available on image seg-
mentation [3], limited literatures are available on moving
object segmentation. As per available literatures, moving
object segmentation techniques can be broadly classified into
following four groups [4,5].

1. Segmentation of moving object based on motion infor-
mation [6–8].

2. Segmentation of moving object based on motion and spa-
tial information [9–12].

3. Segmentation of moving object based on learning [13,
14].

4. Segmentation of moving object based on change detec-
tion [15–20].
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Motion information-based moving object segmentation
algorithms are closely related with motion estimation. Kim
et al. [6] have proposed a real-time foreground–background
segmentation method using codebook. In this method, back-
ground values at each pixel are quantized into codebook, and
the codebook represents a compressed form of background
model for an image sequence. Xiaoyan et al. [7] have pro-
posed a video object segmentation technique on the basis of
adaptive change. This method is not able to remove noise
from the video frames. Mahmoodi [8] has proposed a shape-
based active contour method for video segmentation which is
based on a piecewise constant approximation of the Mumford
shah functional model. This method is slow as it is based on
level set framework. Due to the lack of spatial information of
object, these algorithms suffer from occlusion problem, and
therefore, these algorithms are not able to detect accurate
boundaries of segmented object.

Merging spatial information with motion information
will provide more stable object boundary extraction. Javed
et al. [9] have proposed a segmentation method that uses
Gaussian mixture model (GMM) with color and gradient
feature vectors to make the process of background subtrac-
tion more robust against illumination changes. GMM-based
technique can be effectively used for scene modeling, but
it suffers from the problems of slow convergence and false
motion prediction. Reza et al. [10] have proposed a mov-
ing object segmentation technique, combining temporal and
spatial features. This approach takes into account a current
frame, ten preceding frames and ten next consecutive frames.
All the twenty-one frames are processed to detect and remove
the static part of motion window resulting in the segmented
object. The method detects moving objects independent of
their size and speed, but there is no provision for reduction in
noise from frames, which may lead to inaccurate object seg-
mentation. Ivanov et al. [11] have proposed an improvement
over background subtraction method, which is faster than
that proposed by Reza et al. [10] and is invariant to runtime
change illuminations. Colombari et al. [12] have proposed a
method for segmentation of multiple video objects by com-
bining content-based representation with background mod-
eling. This method uses projective transformation of objects
from one frame to another.

Learning-based moving object segmentation algorithms
require some predefined learning patterns. Kato et al. [13]
have proposed a segmentation method for monitoring of traf-
fic video based on hidden Markov model (HMM). In this
method, each pixel or region is classified into three cate-
gories: shadow, foreground, and background. This method
comprises of two phases: learning phase and segmentation
phase. Stauffer et al. [14] have proposed a tracking method
using learning patterns of observation. In this method, motion
segmentation has been done by adaptive background subtrac-
tion that models each pixel as a mixture of Gaussians.

Strategy of change detection algorithm is based on com-
putation of frame difference of two or more frames. The
obtained frame difference is further processed to identify
moving objects. Change detection method for segmenta-
tion gives feasible solutions because it enables automatic
detection of new appearances [20]. Huang et al. [17] have
proposed an algorithm for moving object segmentation
using double change detection applied in wavelet domain.
Baradarani [18,19] have refined the work of Huang et al. [17]
using 9/7–10/8 dual tree complex filter bank in wavelet
domain algorithm. A robust scene change detection method
for video object segmentation that combines the intensity
and motion information has been proposed by Huang and
Liao [16].

All the methods discussed so far, for segmentation of mov-
ing objects, are suffering from the problem of either inac-
curate segmentation due to non-removal of noise or failure
to detect new appearance automatically. Motivated by these
facts and work of Baradarani [18,19], we have proposed a
new method for segmentation of moving object using dou-
ble change detection method applied on Daubechies complex
wavelet transform. The Daubechies complex wavelet trans-
form is having advantages of shift invariance and better direc-
tional selectivity as compared to real valued discrete wavelet
transform. The proposed method consists of the following
six steps.

1. Wavelet decomposition of three consecutive frames using
Daubechies complex wavelet transform.

2. Double change detection method applied in complex
wavelet domain.

3. Denoising of frames
4. Canny edge detection applied on denoized frames
5. Detection of moving edges
6. Detection of moving object by using detected moving

edges.

The proposed method has been compared with the follow-
ing state-of-the-art methods.

1. Method proposed by Kim et al. [6] that uses codebook for
segmentation.

2. Method proposed by Mahmoodi [8] that is based on active
contour.

3. Method proposed by Huang et al. [17] that is based on
change detection in wavelet domain.

4. Method proposed by Baradarani [18,19] that is based on
change detection in wavelet domain.

Performance of the proposed method is found better in
terms of visual performance and a number of quantitative
performance metrics viz. Misclassification Penalty (MP),
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Relative Foreground Area Measure (RFAM), Pixel Classi-
fication based Measure (PCM), Normalized Absolute Error
(NAE), and Percentage of Correct Classification (PCC).

Rest of the paper is organized as follows: Sect. 2 describes
basic introduction of Daubechies complex wavelet transform
and its properties useful for motion segmentation. Section 3
explains the proposed method in detail. Experimental results
and performance evaluation are given in Sects. 4 and 5,
respectively. Finally, conclusions are given in Sect. 6.

2 Daubechies complex wavelet transform

In the proposed work, we have used Daubechies complex
wavelet transform with its reduced shift sensitivity and edge
information properties.

2.1 Construction of Daubechies complex wavelet

The basic equation of multiresolution theory is the scaling
equation

φ(u) = 2
∑

i

aiφ(2u − i) (1)

where ai ’s are coefficients, and φ(u) is the scaling function.
The ai ’s can be real as well as complex valued and

∑
ai = 1.

Daubechies’ wavelet bases {ψ j,k(t)} in one-dimension are
defined through the above-mentioned scaling function and
multiresolution of L2(�) [21]. For formulation of general
solution, Daubechies considered ai ’s to be real valued. If
we relax the condition for ai ’s to be real valued, it leads to
Daubechies complex valued scaling function. Construction
of Daubechies complex wavelet transform is reported in [21,
22].

The generating wavelet ψ(t) is given by

ψ(t) = 2
∑

n

(−1)na1−nφ(2t − n) (2)

Any function x(t) can be decomposed into complex scal-
ing wavelet function as follows:

x(t) =
∑

k

c j0
k φ j0,k(t)+

jmax−1∑

j= j0

d j
kψ j,k(t) (3)

where, j0 is a given resolution level,
{

c j0
k

}
and

{
d j

k

}
are

known as approximation and detailed coefficients, respec-
tively.

Daubechies complex wavelets transform has following
advantages, over real valued wavelet transform.

1. Daubechies complex wavelet transform is approximate
shift invariant [23,24] in nature.

2. Daubechies complex wavelet transform has perfect
reconstruction property [22].

3. Daubechies complex wavelet transform provides true
phase information [24].

4. Daubechies complex wavelet transform has no redun-
dancy [22].

2.2 Properties of Daubechies complex wavelet transform

All general properties of real Daubechies wavelet bases are
derived from amplitude only [21]. Therefore, these proper-
ties also hold for complex Daubechies wavelet. Daubechies
complex wavelets have some other important properties
that directly influence video object segmentation algorithm.
A brief description of these properties is given in Sub-
sects. 2.2.1 and 2.2.2.

2.2.1 Reduced shift sensitivity

Daubechies complex wavelet transform has reduced shift
sensitivity. A transform is said to be shift sensitive if shift
in input signal causes an unpredictable change in transform
coefficients. In discrete wavelet transform (DWT), the shift
sensitivity arises due to downsampler in its implementation.
Figure 1 shows the reduced shift sensitivity of Daubechies
complex wavelet transform. Figure 1a, b show an input signal
and shifted form of the input signal by one sample, respec-
tively. Figure 1c, d show magnitude of high-pass wavelet
coefficients of the original and the shifted signal using
DWT. Figure 1e, f show magnitude of high-pass wavelet
coefficients of the original and the shifted signal using
Daubechies complex wavelet transform. From the Fig. 1,
it is clear that DWT is highly shift sensitive, whereas the
Daubechies complex wavelet transform is approximate shift
invariant.

This property helps in segmentation of object with shifting
orientation in different frames of video.

2.2.2 Edge detection property of Daubechies complex
wavelet transform

Let φ(t) = l(t) + iv(t) be a scaling function and ψ(t) =
k(t) + iu(t) be a wavelet function. Let v̂(w) and l̂(w) are
Fourier transforms of v(t) and l(t). Consider the ratio

α(w) = − v̂(w)
l̂(w)

(4)

Clonda et al. [22] observed thatα(w) is strictly real valued
and behaves as w2 for |w| < π . This experiment relates the
imaginary and real components of scaling function as v(t)
accurately approximate another derivatives l(t) up to some
constant factor.
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Fig. 1 a Original input signal, b input signal shifted by one sample,
c magnitude of high-pass wavelet coefficient of original input signal
using real db4 wavelet, d magnitude of high-pass wavelet coefficient
of shifted input signal using real db4 wavelet, e magnitude of com-

plex wavelet coefficient of original input signal using SDW6 wavelet, f
magnitude of complex wavelet coefficient of shifted input signal using
SDW6 wavelet

As a result, it can be derived from Eq. (4) that v(t) ≈
α�l(t), where � represents second-order derivative. This
gives multiscale projection as
〈
f (t), φ j,k(t)

〉 = 〈
f (t), l j,k(t)

〉 + i
〈
f (t), v j,k(t)

〉

≈ 〈
f (t), l j,k(t)

〉 + iα
〈
� f (t), l j,k(t)

〉
(5)

From Eq. (5), it can be concluded that the real compo-
nent of complex scaling function carries averaging informa-
tion and the imaginary component carries edge information.
Daubechies complex wavelet transform acts as local edge
detector because imaginary components of complex scaling
coefficient represent strong edges. This helps in preserving
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the edges and implementation of edge sensitive video object
segmentation method.

3 The proposed method

This paper presents a new method for automatic segmen-
tation of moving object. The proposed algorithm uses dou-
ble change detection scheme in Daubechies complex wavelet
transform domain.

Change detection is a method used for obtaining video
object plane using frame difference. It is easy to implement
for real-time systems [15–19]. In case of change detection
method, difference of two consecutive frames, which also
gives the changed pixel value from frame n − 1 to n, can be
obtained using following algorithm:

FOR every(i, j)ε the co-ordinate of frame
FDn(i, j) = |Pn(i, j)− Pn−1i, j)|
IF FDn(i, j) < Vthr THEN FDn(i, j) = 0

end FOR

Here, Pn(i, j) is the value of (i, j)th pixel of frame n and
Pn−1(i, j) is the value of (i, j)th pixel of frame n − 1, Vthr

is a threshold value and FDn(i, j) is the frames difference of
two consecutive frames.

There are two types of change detection methods—single
change detection (SCD) method and double change detection
(DCD) method. Double change detection method is advanta-
geous over SCD method as it uses three consecutive frames
for obtaining frame difference.

The proposed method consists of the following six steps:

1. Wavelet decomposition of sequence of frames.
2. Application of double change detection method on wavelet

coefficients.
3. Application of soft thresholding to remove noise.
4. Application of canny edge detector to detect strong edges

in wavelet domain.
5. Detection of moving edges.
6. Detection of moving object.

Details of all these steps are described below:
Block Diagram of the proposed method is shown in

Fig. 2.

3.1 Step 1: Wavelet decomposition of image frames

Wavelet transform converts an image into four subbands: LH,
HL, HH, and LL. LH contains the high-frequency horizontal
information, HL contains the high-frequency vertical infor-
mation, HH contains the high-frequency diagonal informa-
tion, and LL contains-low frequency diagonal information. In
the proposed approach, we have computed wavelet transform

of three consecutive frames—current frame, previous frame,
and next frame.

3.2 Step 2: Double change detection method

After wavelet decomposition of three consecutive frames—
current frame, previous frame, and next frame—we apply
the double change detection method in wavelet domain. For
extraction of moving objects with double change detection
method, three consecutive frames Fn−1, Fn , and Fn+1 are
used. Moving objects in frame n can be obtained by detection
of common regions of (Fn−1, Fn), and (Fn, Fn+1), where
(Fn−1, Fn) represents frame difference between frame n −
1 and frame n, and (Fn, Fn+1) represents frame difference
between frame n and frame n + 1.

Let WIn(i, j), WIn−1(i, j) and WIn+1(i, j) are the
wavelet coefficients of the current frame, previous frame and
next frame, respectively. Wavelet domain change detection
masks {FDn(i, j)} and {FDn+1(i, j)} can be calculated as

FDn(i, j) = WIn(i, j)− WIn−1(i, j)
FDn+1(i, j) = WIn+1(i, j)− WIn(i, j)

(6)

3.3 Step 3: Soft thresholding

Change detection masks obtained after applying double
change detection method may have noise. In the presence
of noise, Eq. (6) is expressed as:

FDn(i, j) = FD′
n(i, j)+ η1

FDn+1(i, j) = FD′
n+1(i, j)+ η2

(7)

where FD′
n(i, j) and FD′

n+1(i, j) are frame difference with-
out noise, η1 and η2 represent corresponding noise com-
ponents. We have applied wavelet domain soft threshold-
ing technique [23,25] for estimation of frame difference
FD′

n(i, j) and FD′
n+1(i, j) without noise.

3.4 Step 4: Canny edge detection

Canny edge detection method [26] is one of the most use-
ful and popular edge detection methods, because of its low
error rate, well-localized edge points, and single edge point
response.

Therefore, we applied Canny edge detection operator on
{FD′

n(i, j)} and {FD′
n+1(i, j)} to detect the edges of signifi-

cant difference pixels in all subbands., i.e.,

DEn(i, j) = Canny(FD′
n(i, j))

DEn+1(i, j) = Canny(FD′
n+1(i, j))

(8)
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Fig. 2 Block diagram of the
proposed method

3.5 Step 5: Moving edge detection

Moving object edge map for frame n(MEn) is derived as
intersection of Dn and Dn+1, where Dn and Dn+1 are inverse
wavelet transform of DEn and DEn+1, respectively, to get the
robust interframe difference edges Dn and Dn+1. The points
corresponding to the moving object edge map (MEn) are not
necessarily restricted to be on the boundary of the moving
object. Instead, these points may be part of interior of the
boundary of the moving object.

3.6 Step 6: Moving object detection

Moving objects for frame n can be formed by the detected
moving edges. Due to non-ideal segmentation of moving
object edges, disconnected edges are found. Extractions of
moving object using these disconnected edges are lead to
inaccurate moving object segmentation. Therefore, some

morphological operation is needed for post-processing of
object edge map to generate connected edges. Here, we have
used binary closing morphological operation as described in
Gonzalez and Woods [27]. The structuring element of binary
closing morphological operation is shown in Fig. 2.

4 Experiments and result

The proposed method for segmentation of moving object as
described in Sect. 3 has been applied on a number of video
clips. Results are being presented here for four representative
video sequences viz. One Step video sequence, Hall Monitor
video sequence, Campus video sequence, and Taichi video
sequence. Hall Monitor video sequence is a low-quality video
sequence. Campus video sequence is a low contrast video
sequence. Shadows of different objects are also present in
this video sequence. In Taichi video sequence, background
is non-stationary.
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Fig. 3 Segmentation results for One Step video sequence correspond-
ing to a Frame 2, b frame 100, c frame 200, d frame 300, e frame 400
(i Frame no. n, ii ground truth segmented frame, iii segmented frame
obtained by use of the proposed method, iv segmented frame obtained

by the method used by Kim et al. [6], v segmented frame obtained by
the method used by Mahmoodi [8], vi segmented frame obtained by the
method used by Huang et al. [17] and vii segmented frame obtained by
the method used by Baradarani [18,19])

To start with frames 1, 2, and 3 have been taken into
account for segmentation of the moving object as the first
frame for which a just previous frame and next frame are
available is frame-2. The same is repeated for the frames
following frame-2. The results obtained for all representa-
tive video clips have been compared with those obtained
using methods used by Kim et al. [6] and Mahmoodi [8]
falling under category of spatial domain segmentation meth-
ods; and methods used by Huang et al. [17] and Baradarani
[18,19] falling under category of wavelet domain segmen-
tation methods. Implementation regarding method used by
Kim et al. [6] is taken from book entitled “Learning Open
CV” authored by Gary Bradski and Adrian Kaehler [28].
Implementation regarding method used by Mahmoodi [8] is
available on author’s own website. Method used by Huang
et al. [17] and Baradarani [18,19] has been implemented by
the authors of this work.

4.1 Experiment-1

Figure 3 shows results for One Step video sequence which is
downloaded from http://homepages.inf.ed.ac.uk/rbf/CAVIA
RDATA1/. One Step video sequence contains 458 frames of
frame size 384×288. Results for frame numbers 2, 100, 200,
300, and 400 are given in Fig. 3.

4.2 Experiment-2

Figure 4 shows results for Hall Monitor video sequence
which is downloaded from http://trace.eas.asu.edu/yuv/. Hall
monitor video sequence contains 287 frames of frame size
352 × 240. Results for frame numbers 25, 75, 125, 175, 225,
and 275 are given in Fig. 4.

From Figs. 3 and 4, it is observed that better shape
of moving object with least noise in segmented frame is
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Fig. 4 Segmentation results for Hall Monitor video sequence corre-
sponding to a Frame 25, b frame 75, c frame 125, d frame 175, e frame
225, f frame 275 (i Frame no. n, ii ground-truth segmented frame, iii
segmented frame obtained by use of the proposed method, iv segmented

frame obtained by the method used by Kim et al. [6], v segmented frame
obtained by the method used by Mahmoodi [8], vi segmented frame
obtained by the method used by Huang et al. [17] and vii segmented
frame obtained by the method used by Baradarani [18,19])

obtained by using the proposed method as compared to
all other methods [6,8,17–19] taken into consideration for
comparison. Method used by Baradarani [18,19] results in
comparable shape structure as compared to the proposed
method but is poor in noise removal. Method used by Mah-
moodi [8] also gives satisfactory shape information but have
poor noise removal capability in comparison with the pro-
posed method, and the method used by Baradarani [18,19].
Method used by Kim et al. [6] is poor in shape informa-
tion than the proposed method, but is better in noise removal
as compared to the method used by Baradarani [18,19]
and Mahmoodi [8]. Method used by Huang et al. [17]

is inferior in shape information of moving object as well
as in noise removal as compared to the proposed method
and method used by Kim et al. [6], Mahmoodi [8], and
Baradarani [18,19].

4.3 Experiment-3

Figure 5 shows results for Campus video sequence which is
downloaded from http://itee.uq.edu.au/~uqasanin/. Campus
video sequence is of low-quality video with poor contrast.
Shadows of different objects are also present in this video.
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Fig. 5 Segmentation results for Campus video sequence correspond-
ing to a Frame 100, b frame 150, c frame 200, d frame 250, e frame
300, f frame 350 (i Frame no. n, ii ground-truth segmented frame, iii
segmented frame obtained by use of the proposed method, iv segmented

frame obtained by the method used by Kim et al. [6], v segmented frame
obtained by the method used by Mahmoodi [8], vi segmented frame
obtained by the method used by Huang et al. [17] and vii segmented
frame obtained by the method used by Baradarani [18,19])

It contains 410 frames of frame size 352 × 288. Results for
frame numbers 100, 150, 200, 250, 300, and 350 are given
in Fig. 5.

From Fig. 5, one can observe that the segmentation result
obtained by the proposed method has better shape of object
as compared to all other methods [6,8,17–19] for low con-
trast video as well as for video with shadow of moving
objects.

4.4 Experiment-4

Figure 6 shows segmentation results for Taichi video
sequence which is downloaded from http://crcv.ucf.edu/data/
UCF101.php. This video sequence has non-stationary back-
ground. Taichi video sequence contains 335 frames of frame
size 320×240. Results for frame numbers 50, 100, 150, 200,
250, and 300 are given in Fig. 6.
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Fig. 6 Segmentation results for Taichi video sequence corresponding
to a Frame 50, b frame 100, c frame 150, d frame 200, e frame 250,
f frame 300 (i Frame no. n, ii ground-truth segmented frame, iii seg-
mented frame obtained by use of the proposed method, iv segmented

frame obtained by the method used by Kim et al. [6], v segmented frame
obtained by the method used by Mahmoodi [8], vi segmented frame
obtained by the method used by Huang et al. [17] and vii segmented
frame obtained by the method used by Baradarani [18,19])

Double change detection method is suitable for video
with stationary background. In case of non-stationary back-
ground, results of this method would not satisfactory because
difference between three consecutive frames with mov-
ing object and non-stationary background would not be
necessarily same as difference corresponding to stationary
background. From Fig. 6, one can observe that segmenta-
tion results for a video with non-stationary background are
poor using the proposed method as well as method used
by Kim et al. [6], Mahmoodi [8], Huang et al. [17], and
Baradarani [18,19]. However, it is worth mentioning here

that the proposed method results in better segmentation of
moving object with slowly varying background as com-
pared to the other methods [6,8,17–19] as evidenced by
Fig. 6f.

The proposed method has been compared with other men-
tioned methods in terms of computation time required. Com-
putation has been done on a machine with Intel 1.73 GHz
Dual core processor with 2 GB RAM using MATLAB 2012a
software. In Table 1, we have shown total computation time
(in second) for different methods for a video of frame size
384 × 288 with 500 frames.
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Table 1 Total computation time of different methods

Sr. no. Methods Computation time
(in second/frame)

1. The proposed method 3.076

2. Method used by Kim et al. [6] 0.574

3. Method used by Mahmoodi [8] 1.262

4. Method used by Huang et al. [17] 2.218

5. Method used by Baradarani [18,19] 2.802

5 Performance evaluation

It can be observed from the results that none of the seg-
mentation algorithm gives accurate segmentation result as
compared to ground-truth frames. It is also very difficult to
compare the segmentation results visually because human
visual system can identify and understand scenes with dif-
ferent connected objects effortlessly. Therefore, quantitative

performance metrics together with visual results are more
appropriate. We have compared quantitative performance
metrics of the proposed method with those of other state-
of-the-art methods viz. the methods used by Kim et al. [6],
Mahmoodi [8], Huang et al. [17], and Baradarani [18,19]. For
quantitative comparisons, we have considered five different
performance metrics: MP, RFAM, PCM, NAE, and PCC.

5.1 Misclassification penalty

The misclassified pixels in the segmentation results which are
farther from the actual object boundary (ground-truth image)
are penalized more than the misclassified pixels which are
closer to the actual object boundary [29]. MP value lies in
the range [0,1] and can be computed using following formula
[29]:

MP =
∑
(m,n) I (m, n) · ChemGT(m, n)

∑
(m,n) ChemGT(m, n)

(9)

Table 2 Values of
misclassification penalty (MP)

Frame
number

The proposed
method

Method
used by
Kim et al.
[6]

Method
used by
Mahmoodi
[8]

Method
used by
Huang et al.
[17]

Method
used by
Baradarani
[18,19]

A: One Step video sequence
2 0.0128 0.0860 0.0502 0.0511 0.0311

100 0.0052 0.4477 0.3274 0.2613 0.2432

200 0.0400 0.9069 0.3607 0.1926 0.0900

300 0.0122 0.0836 0.3146 0.3274 0.1503

400 0.0125 0.1359 0.9435 0.0199 0.0385
B: Hall Monitor video sequence

25 0.0141 0.0420 0.1408 0.0821 0.1322

75 0.0092 0.0618 0.0137 0.0481 0.0279

125 0.0144 0.0231 0.0090 0.0382 0.0168

175 0.0040 0.0101 0.0080 0.0170 0.0018

225 0.0020 0.0035 0.0018 0.0093 0.0032

275 0.0019 0.0091 0.0025 0.0063 0.0067

C: Campus video sequence

100 0.0412 0.0506 0.2669 0.1799 0.1669

150 0.0329 0.0560 0.0233 0.2436 0.0792

200 0.0865 0.2943 0.3187 0.2313 0.1444

250 0.0756 0.1012 0.1228 0.4873 0.9209

300 0.0336 0.1664 0.1001 0.4524 0.2707

350 0.0611 0.1522 0.0694 0.6522 0.2710
D: Taichi video sequence

50 0.0156 0.4810 0.0310 0.0231 0.0212

100 0.2661 0.1421 0.4161 0.2139 0.0731

150 0.8086 1.7471 0.7283 1.0582 0.9582

200 0.4628 0.2381 0.5619 0.5423 0.3631

250 1.2565 1.5955 1.4021 1.2804 1.8047

300 0.1008 0.5822 0.0850 0.1951 0.1678
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Table 3 Values of relative
foreground area measure
(RFAM)

Frame
number

The proposed
method

Method
used by
Kim et al.
[6]

Method
used by
Mahmoodi
[8]

Method
used by
Huang et al.
[17]

Method
used by
Baradarani
[18,19]

A: One Step video sequence
2 0.9504 0.5602 0.9741 0.8588 0.9003
100 0.9754 0.5364 0.7262 0.7262 0.7634

200 0.9752 0.3914 0.7928 0.6385 0.7983

300 0.8702 0.8326 0.6000 0.7946 0.5582

400 0.9540 0.7186 0.6870 0.6807 0.8360

B: Hall Monitor video sequence

25 0.9258 0.5850 0.7684 0.4134 0.6870

75 0.8488 0.8250 0.8411 0.3288 0.5628

125 0.8807 0.7027 0.6275 0.4379 0.6165

175 0.6893 0.6869 0.7515 0.3774 0.5081

225 0.9235 0.8032 0.5081 0.4473 0.6979

275 0.8986 0.4430 0.6927 0.5109 0.7619

C: Campus video sequence

100 0.8536 0.7237 0.1520 0.5843 0.8392

150 0.9251 0.4868 0.1818 0.5777 0.9798

200 0.9167 0.4010 0.0713 0.2261 0.3604

250 0.7843 0.3991 0.0614 0.2746 0.3335

300 0.8755 0.3830 0.0657 0.2505 0.3926

350 0.8331 0.5126 0.0756 0.3042 0.4937

D: Taichi video sequence

50 0.4640 0.5421 0.4896 0.7006 0.7251

100 0.3414 0.6291 0.4364 0.5665 0.6555

150 0.1992 0.6773 0.2034 0.3566 0.3551

200 0.3607 0.7338 0.2899 0.2802 0.4693

250 0.4341 0.7287 0.1653 0.5860 0.5793

300 0.6796 0.5405 0.2746 0.5854 0.6055

where ChemGT denotes the Chamfer distance transform of
the boundary of ground-truth object. Indicator function I can
be computed as

I (m, n) =
{

1, if IGT(m, n) �= ISeg(m, n)
0, if IGT(m, n) = ISeg(m, n)

}
(10)

where IGT(m, n) and ISeg(m, n) are ground-truth frame and
segmented frame, respectively, with dimension (m×n). Zero
value of MP represents perfect segmentation.

Table 2 shows the values of MP for the proposed method
and other methods [6,8,17–19] for four video sequences: One
Step video sequence, Hall Monitor video sequence, Campus
video sequence, and Taichi video sequence.

From Table 2, it is obvious that the proposed method
has less value of MP as compared to other methods
[6,8,17–19].

5.2 Relative foreground area measure

Relative foreground area measure (RFAM) is calculated
between ground-truth frame and segmented frame using fol-
lowing formula [30]:

RFAM = 1 −
∣∣Area(IGT)− Area(ISeg)

∣∣
Area(ISeg)

(11)

where Area(IGT) and Area(ISeg) are area of objects in
ground-truth frame and segmented frame, respectively. Value
of RFAM will be in the range [0,1]. RFAM with value 1 rep-
resents perfect segmentation.

Table 3 shows the values of RFAM for the proposed
method and other methods [6,8,17–19] for four video
sequences: One Step video sequence, Hall Monitor video
sequence, Campus video sequence, and Taichi video
sequence.
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Table 4 Values of pixel
classification based measure
(PCM)

Frame
number

The proposed
method

Method
used by
Kim et al.
[6]

Method
used by
Mahmoodi
[8]

Method
used by
Huang et al.
[17]

Method
used by
Baradarani
[18,19]

A: One Step video sequence
2 0.9254 0.9002 0.8436 0.9144 0.8846

100 0.9314 0.8557 0.7606 0.9096 0.8038

200 0.9449 0.8771 0.8251 0.9287 0.9229

300 0.9514 0.8583 0.7977 0.9429 0.8274

400 0.9476 0.8392 0.8169 0.9455 0.9351

B: Hall Monitor video sequence

25 0.8969 0.9000 0.7044 0.7833 0.8653

75 0.9248 0.8037 0.8168 0.7816 0.7411

125 0.8648 0.7837 0.6178 0.7763 0.7377

175 0.8118 0.8096 0.6660 0.7757 0.5705

225 0.8436 0.7678 0.5705 0.8006 0.8070

275 0.8818 0.8248 0.7281 0.8134 0.8484

C: Campus video sequence

100 0.7921 0.7741 0.3706 0.7625 0.4638

150 0.6817 0.6271 0.3142 0.6902 0.4618

200 0.8675 0.6791 0.4079 0.7280 0.8148

250 0.8623 0.6136 0.3635 0.7566 0.4233

300 0.8643 0.7402 0.3417 0.7262 0.4611

350 0.8673 0.7604 0.4078 0.7575 0.5187

D: Taichi video sequence

50 0.8378 0.4727 0.5227 0.8796 0.8751

100 0.2671 0.4981 0.4292 0.8252 0.8393

150 0.0155 0.5655 0.6340 0.7741 0.3232

200 0.6968 0.8129 0.5627 0.5261 0.1133

250 0.7908 0.4803 0.3957 0.7889 0.3964

300 0.7748 0.7578 0.6288 0.3448 0.8053

From Table 3, one can conclude that the proposed method
has better relative foreground area as compared to other meth-
ods [6,8,17–19].

5.3 Pixel classification based measure

Pixel classification based measure (PCM) reflects the per-
centage of background pixels misclassified as foreground
pixels and conversely foregrounds pixels misclassified as
background pixels [30]. Value of PCM will be in the range
[0,1]. PCM with value 1 represents perfect segmentation.
PCM can be computed as follows: [30]:

PCM = 1 − Cardi(BGT ∩ FSeg)+ Cardi(FGT ∩ BSeg)

Cardi(FGT)+ Cardi(BGT)

(12)

where BGT and FGT denote the background and foreground
of the ground-truth frame, whereas BSeg and FSeg denote
the background and foreground pixels of the achieved seg-

mented frame. ‘∩’ is the logical AND operation. Cardi(·) is
the cardinality operator.

Table 4 shows the values of PCM for the proposed method
and other methods [6,8,17–19] for four video sequences: One
Step video sequence, Hall Monitor video sequence, Campus
video sequence, and Taichi video sequence.

From Table 4, it is obvious that the proposed method has
better values of PCM as compared to other methods [6,8,17–
19].

5.4 Normalized absolute error

Normalized absolute error (NAE) is calculated between
ground-truth frame and segmented frame using following
formula [3,31]:

NAE =
∑m

i=1
∑n

j=1

∣∣IGT(i, j)− ISeg(i, j)
∣∣

∑m
i=1

∑n
j=1 IGT(i, j)

(13)
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Table 5 Values of normalized
absolute error

Frame
number

The proposed
method

Method
used by
Kim et al.
[6]

Method
used by
Mahmoodi
[8]

Method
used by
Huang et al.
[17]

Method
used by
Baradarani
[18,19]

A: One Step video sequence

2 0.3030 0.5817 0.5216 0.4468 0.3195

100 0.2588 0.7667 0.5757 0.5305 0.5068

200 0.3655 1.0289 0.8442 0.8523 0.4942

300 0.6808 1.4916 0.9869 0.8171 1.1001

400 0.4038 1.0155 0.8071 0.6551 0.5563

B: Hall Monitor video sequence

25 0.7074 0.7214 0.9265 1.6992 0.8248

75 0.5830 1.1625 0.5583 2.1108 1.0015

125 0.7122 0.7077 1.1664 1.4959 0.8629

175 0.7161 0.7889 0.9287 1.9743 1.2130

225 0.6558 0.8113 1.2130 1.3924 0.8499

275 0.3365 0.6221 0.7050 1.1837 0.4402

C: Campus video sequence

100 0.1317 0.3556 2.5015 0.6768 0.6467

150 0.0734 0.2894 2.4606 0.6981 0.3180

200 0.2313 0.4122 5.8966 3.3027 1.6920

250 0.2738 0.4365 4.1367 2.5240 1.9040

300 0.1425 0.0465 3.1050 2.8816 1.4752

350 0.2014 0.8021 3.0913 2.1819 0.9615

D: Taichi video sequence

50 1.1606 0.8638 1.0755 1.9780 2.0054

100 1.9302 0.6139 1.2637 2.2374 2.0244

150 4.0286 0.5923 3.8716 4.7804 3.0799

200 1.7647 0.6449 2.4316 2.9296 1.8182

250 1.2776 0.6090 3.0123 1.4231 1.2434

300 0.5312 1.0246 2.6246 1.2459 1.1354

where IGT and ISeg are ground-truth frame and segmented
frame, respectively, with dimension (m × n). Lower value
of NAE means good segmentation while high value of NAE
indicates poor segmentation.

Table 5 shows the values of NAE for the proposed method
and other methods [6,8,17–19] for four video sequences: One
Step video sequence, Hall Monitor video sequence, Campus
video sequence, and Taichi video sequence.

From Table 5, it can be inferred that the proposed method
has lower values of NAE as compared to other method [6,8,
17–19].

5.5 Percentage of correct classification

Percentage of corrected classification is defined as [32]:

PCC = TP + TN

TP + FP + TN + FN
(14)

where TP is True Positives, i.e., the number of pixels, with
change, detected correctly as pixels with change, FP is False
Positives, i.e., the number of pixels, with change, detected
incorrectly as pixels without change. TN is True Negatives,
i.e., the number of pixels, without change, detected correctly
as pixels without change and FN is False Negative, i.e., the
number of pixels, without change, detected incorrectly as
pixel without change. Higher value of PCC means good seg-
mentation.

Table 6 shows the values of PCC for the proposed
method and other methods [6,8,17–19] for four video
sequences: One Step video sequence, Hall Monitor video
sequence, Campus video sequence, and Taichi video
sequence.

From Table 6, one can observe that the proposed method
has higher value of PCC as compared to other methods [6,8,
17–19].
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Table 6 Values of percentage
of correct classification

Frame
number

The proposed
method

Method
used by
Kim et al.
[6]

Method
used by
Mahmoodi
[8]

Method
used by
Huang et al.
[17]

Method
used by
Baradarani
[18,19]

A: One Step video sequence

2 0.9456 0.9120 0.9325 0.9146 0.9319

100 0.9824 0.8153 0.8665 0.8907 0.8920

200 0.9851 0.7549 0.9155 0.9615 0.9776

300 0.9071 0.6600 0.7165 0.7233 0.7909

400 0.9790 0.8541 0.8798 0.9767 0.9631

B: Hall Monitor video sequence

25 0.9715 0.9514 0.8794 0.7682 0.9185

75 0.9272 0.8542 0.9498 0.8755 0.9116

125 0.9686 0.9946 0.9407 0.8996 0.9561

175 0.9497 0.9944 0.9592 0.8802 0.9529

225 0.9688 0.9706 0.9529 0.9112 0.9408

275 0.9733 0.9728 0.9463 0.8673 0.9761

C: Campus video sequence

100 0.4996 0.4245 0.1333 0.3736 0.3947

150 0.4996 0.2341 0.1548 0.3706 0.4601

200 0.4603 0.2931 0.0671 0.1886 0.2709

250 0.4398 0.2910 0.0584 0.2210 0.2561

300 0.4667 0.2270 0.0621 0.2049 0.2878

350 0.4543 0.3458 0.0710 0.2391 0.3377

D: Taichi video sequence

50 0.3164 0.3594 0.3250 0.3368 0.3325

100 0.2544 0.3836 0.3064 0.3015 0.3297

150 0.1659 0.3898 0.1703 0.1522 0.2343

200 0.2656 0.3870 0.2231 0.1838 0.2475

250 0.3051 0.3915 0.1426 0.2723 0.3276

300 0.3976 0.3303 0.2162 0.2992 0.3143

6 Conclusions

In the present work, we have proposed a new method for
segmentation of moving object using double change detec-
tion together with Daubechies complex wavelet transform.
Reduced shift sensitivity and better edge detection prop-
erties of Daubechies complex wavelet transform make the
proposed method more suitable for segmentation of moving
object as compared to methods using real valued wavelet
transform. Double change detection method has been cho-
sen as it provides automatic detection of appearance of new
objects. The proposed method has been evaluated for a num-
ber of video sequences, and results for four representative
video sequences viz. One Step video sequence, Hall Monitor
video sequence, Campus video sequence, and Taichi video
sequence have been presented and analyzed. The results after
segmentation of moving object using the proposed method

have been compared qualitatively and quantitatively with
those methods used by Kim et al. [6], Mahmoodi [8], Huang
et al. [17], and Baradarani [18,19]. The proposed method
exhibits better noise removal and better shape preservation
of segmented moving object as compared to other meth-
ods [6,8,17–19]. The shape information obtained by the pro-
posed method as well as other methods [6,8,17–19] are not
satisfactory for video sequence with non-stationary back-
ground. The reason behind non-satisfactory shape informa-
tion from the proposed method is that the change detection
method being used by the proposed method assumes sta-
tionary background. However, the shape information from
the proposed method is better than those from other meth-
ods [6,8,17–19] for video sequence with comparatively
slowly varying non-stationary background. We have used five
performance metrics viz. MP, RFAM, NAE, PCM, and PCC
for quantitative comparison. The proposed method is found
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better in terms of all these performance metrics as compared
to other methods [6,8,17–19].

Contribution of the proposed method can be summarized
as follows:

1. A new method for moving object segmentation which is
based on Daubechies complex wavelet transform and dou-
ble change detection method is developed.

2. This method needs only values of Daubechies complex
wavelet transform coefficients.

3. This method needs no manual intervention.
4. The method has been tested on several video sequences

and is found to have better performance in terms of a num-
ber of performance metrics as compared to representative
state-of-the-art methods.
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