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Abstract Due to the advancement in the field of multi-
media technology and communication, it has become easier
to access, store, and edit video data. Easy manipulation of
video data and its rapid distribution have made content-based
video copy detection (CBVCD) an active area of research.
In a CBVCD system, reference video sequence and query
sequence are compared to detect whether the query video
sequence is a copy of reference video sequence. Thus, the
generation of fingerprint of a video sequence and sequence
matching technique are the core tasks of such system. In
order to evade such detection process, a copied version may
undergo different kinds of transformations like photometric
and post-production attack. So the detection system must be
robust enough against such attacks. In this work, fingerprint is
generated from the sub-bands of wavelet decomposed inten-
sity image and localized intensity gradient histograms of low
sub-band. The fingerprint thus obtained reflects considerable
discriminating capability and robustness against the attacks.
Furthermore, to cope up with the attacks, we have adopted
simple pre-processing technique, which enhances the robust-
ness of the system further. A robust sequence matching tech-
nique based on multivariate Wald–Wolfowitz test is proposed
here. An experiment has been carried out with a database con-
sisting of distinct 642 shots and 1,485 query sequences rep-
resenting different attacks. Proposed methodology achieves
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high copy detection rate (99.39 %) and very low false alarm
rate (0.14 %) and performs better than other spatio-temporal
measure based systems.

Keywords Video copy detection · Video fingerprinting ·
Sequence matching · Hypothesis test · Photometric attack ·
Post-production attack

1 Introduction

With the rapid development in the field of multimedia tech-
nology, it has become easier to access and store video data
of huge volume. It is well reflected in the availability of such
data on various sites like video blogs and Web TV. Sharing
and distribution of video over all such sites have led to expo-
nential growth of data volume. Furthermore, the technology
has enabled editing and duplication of video data that may
lead to violation of digital rights. Thus, copyright protection
becomes a crucial issue, and the enormous volume of video
data makes the task further difficult. This has led to the emer-
gence of video copy detection as an active area of research.

In case of content-based video retrieval (CBVR) system,
the goal is to retrieve similar videos in the same category,
whereas in a content-based video copy detection (CBVCD)
system, it is to be detected whether a query sequence is a
copied version of reference sequence or not. Instead of being
an identical or near-replicated video sequence, a copy may be
a transformed video sequence [26]. As a result, a copy may
be visually less similar. In the context of copy detection, a
CBVR system may give rise to high false alarm rates [20]
which is undesirable. Unlike a CBVR system, response time
is not too critical for a CBVCD system. A copy detection
system acts on a complaint focusing on a reduced search
space, and more often, it may be an offline process.
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There are two basic approaches to address the issue
of copyright protection—watermarking and content-based
copy detection. In the first approach, watermark/non-visible
information is embedded into the content, and later, if
required, this embedded information is used for establish-
ing the ownership. But watermarking is not applicable for
the video sequences already in circulation without any such
embedded information. On the other hand, in content-based
approach, no additional information is inserted. It is said that
”Video itself is the watermark” [14]. So in this approach,
unique signatures (features) are derived from the content of
the video itself. Such signatures are also extracted from the
questioned video and are compared with those of the origi-
nal media stored in the database [4,14,21,22,31]. Apart from
protecting the right, copy detection may also help in media
tracking [13] that is, how many times a particular media is
being used.

Performance of a video copy detection scheme relies on
the suitable signature of the frame sequence and also on the
sequence matching scheme. The system must be robust to the
presence of various distortions adopted by the copier. In this
work, we have focused on handling of photometric and post-
production attacks and the sequence matching technique.
The paper is organized as follows. After this introduction,
Sect. 2 presents a brief review of the video copy detection
techniques. Section 3 describes the proposed methodology.
Experimental results are presented in Sect. 4, and finally, the
concluding remarks are presented in Sect. 5.

2 Past work

A content-based video copy detection system consists of two
major modules namely: fingerprint generation and sequence
matching technique. Fingerprint can be defined as perceptual
features for short summaries of a multimedia object [39]. The
goal of video fingerprinting is to judge whether two video
have the same contents even under quality-preserving dis-
tortions like resizing, frame rate change, and lossy compres-
sion [27]. Sequence matching technique detects whether a
query sequence is copied version of referenced one or not
based on their fingerprints.
Fingerprint Fingerprint of a video sequence satisfy the prop-
erties outlined in [27]. It must be robust so that the fingerprint
of a copied video (degraded to whatever extent possible) and
the original one should be similar. On the other hand, the
perceptually different video sequences should have different
fingerprints. Thus, the selected fingerprint should meet two
diverging requirements.

Fingerprint or descriptor of a video sequence can be
broadly categorized as global or local one. Global ones are
derived from the whole video sequence or from a subset
of sequence, and local descriptors are computed for each

individual frame in the video. Local descriptors are trans-
formed into concise form to generate the global fingerprint.

A wide variety of frame level features have been tried
by the researchers to generate the fingerprints. Color his-
togram [8,10] is very widely used one. But, it lacks in
terms of discriminability as the spatial distribution of color
is not retained in the histogram. Binary signature based on
color histogram has been deployed in [28]. Luminance-based
descriptors [16,33,34], dominant color [14], gradient-based
features [27], and fractal dimension-based texture feature [6]
are also tried. Jeong et al. [18] have relied on the singu-
lar value decomposition for the signature generation. Joly
et al. [19] have considered local descriptors based on Har-
ris corner detector. Wu et al. [45] have suggested trajec-
tory based visual patterns. Scale-invariant feature transform
(SIFT) has been tried by Liu et al. [29]. They have also
considered locality-sensitive hashing (LSH) and RANdom
SAmple Consensus (RANSAC) to maintain the scalability
and enhance the robustness. DCT-based hash algorithm has
been used by Coskun et al. [9]. Maani et al. [30] have devel-
oped local descriptors for identified regions of interest based
on angular intensity variation and region geometry. Sarkar et
al. [36] have considered Fourier–Mellin transform and scale-
invariant feature transform based descriptors to represent the
keyframes. Su et al. [41] have relied on visual attention region
based fingerprinting. Such regions are defined in a manner so
that they can be taken as invariant in a content-preserving dis-
torted video. The success of that scheme relies heavily on the
identification of such regions. A graph-based technique has
been presented in [46] to define a spatial correlation descrip-
tor where a node in the graph denotes a region in the frame
and edges represent the content proximity of the regions in
the frame.

In the context of global fingerprint, a lot of work [3,7,
23,15,31] have dealt with ordinal measures. In [23], a video
frame is partitioned in to 2×2 sub-images and they are ranked
based on their average intensity. The 2×2 rank matrix is taken
as the fingerprint of the frame. Based on the rank matrix,
spatial measure and temporal measures are formulated for
matching a query and reference video sequence. In the work
of Chen and Stentiford [7], the sub-images are formed in the
same way as in case of [23]. But, instead of individual frame,
the rank matrix is formed for the whole video. Corresponding
sub-images of all the frames in the sequence are ranked, and
n×m matrix is obtained where n(= 4) and m are the number
of sub-images in each frame and the number of frames in the
sequence, respectively. Finally, a spatio-temporal measure is
proposed for matching query and reference video sequence.
Similar spatio-temporal measure is proposed in [15], where
the rank matrix over the video sequence is formed based
on the number of SURF interest points in the sub-images.
Two similarity metrics like sequence shape similarity and
real sequence similarity have been proposed in [16]. Barrios
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et al. [2] have worked with eight global descriptors based on
edge histogram, gray and RGB histogram, reduced image,
and ordinal measurement.
Sequence matching The query video sequence and reference
sequences in the database are to be matched on the basis of
extracted signature. Variety of matching schemes has been
tried by the researchers. The schemes can broadly be classi-
fied as (i) dense matching technique and (ii) sparse match-
ing technique. Dense scheme considers all the frames for
comparison. But, a sparse technique deals with representa-
tive frames (key frames) only. Hence, a sparse technique is
faster, but a dense one is more robust.

In dense matching technique, query video sequence (sq )
is matched with the sub-sequence (sr ) of same length taken
from the reference video sequence. Different sr are obtained
by shifting the start position of the sub-sequence in refer-
ence video. If the distance between sq and the most simi-
lar sr is less than a pre-defined threshold then sq is taken
as a copy. Selection of threshold is very crucial. Moreover,
the query video sequence can not exceed the length of the
reference video sequence. Global descriptors like tempo-
ral [23] and spatio-temporal measures [7,15] incorporate
frame level comparison and reflect the dissimilarity between
sq and sr . But, in case of local descriptor based system, the
distance between sq and sr is to be computed by combining
the distance between the feature vectors of corresponding
frames in sq and sr . Depending on the features, measures
like Euclidean distance and histogram intersection are widely
used. In [46], χ2 statistics is used to measure the dissimilar-
ity between frame level descriptors of two sequences. For
sequence matching, edit distance [1,46] has been tried. Kim
and Park [25] have adopted a longest common sub-sequence
(LCS) matching technique for measuring the temporal simi-
larity between video clips. Similarity between two sequences
also has been measured by calculating the number of frames
matched between two shots [6]. Shen et al. [40] proposed to
compute similarity based on the volume intersection between
two hyper-sphere governed by the video clips. Barrios et
al. [2] have considered different distance measures for var-
ious descriptors, and finally, a weighted combination of all
such distances is taken.

In order to avoid comparison of query video sequence with
each of the reference video sequence in the database, index-
ing scheme has also been proposed in [2,33,37,47]. Hash-
based schemes [9] also has been presented. But selecting a
suitable hash function is difficult. Moreover, a hash function
is very sensitive to the changes in the content and making the
system robust against distortions is of a great challenge.

Several keyframe-based schemes (sparse technique) have
been reported. In such technique, selection of keyframe is
an important task. Jain et al. [17] have proposed sequence
matching technique based on a set of keyframes (or sub-
sampled frames). Similar approaches have also been reported

in [5,8,42]. Modified Hausdorff distance is applied in [24].
Various clustering based schemes [6,12] have also been
tried to extract one or more keyframes from each clus-
ter, and finally, the comparison is restricted to keyframes
only. Maani et al. [30], in their technique, corresponding to
each keyframe in the query sequence, have selected a set of
matched keyframes from the database. From the matched set
of keyframes, it tried to find out continuous sub-sequence. If
the length of such sub-sequence exceeds a threshold then
query sequence is considered as a copy. Selection of the
threshold here is an important issue.

In order to cope up with the attacks/deformations incorpo-
rated in the copied version, researchers have mostly focused
on the robustness in designing the signatures of the video
sequence and also on the tolerance allowed by the matching
strategies. But, unregulated relaxation may lead to false copy
detection which is very sensitive. Ordinal measure [7,15,23],
radon transform [38], FFT-based features [35], significant
point based feature [44], and visual attention region [41]
have been used to address various types of attacks. It is
quite difficult to handle the post-production attacks. A few
work [2,29,46] has taken additional measures in the form of
pre-processing to deal with certain post-production attacks.
Although sufficient efforts have been put in developing
content-based video copy detection system, still an attack
invariant robust system is in demand.

3 Proposed methodology

In a video copy detection method, the task is to verify
whether or not a test/query sequence is a copied version
of a reference sequence present in the database. It has
already been discussed that such a system consists of two
major modules: Extraction of fingerprint (feature vector)
and sequence matching. Fingerprint must fulfill the diverg-
ing criteria such as discriminating capability and robust-
ness against various signal distortion. Sequence matching
module bears the responsibility of devising the match strat-
egy and verifying the test sequence with likely originals in
the database. In this work, we have also considered pre-
processing task prior to the computation of fingerprint to
combat the attacks. The schematic diagram of the proposed
CBVCD system has been shown in Fig. 1. A reference video
sequence is first segmented into shots following the tech-
nique presented in [32]. Frames in the shot undergo two
stages of pre-processing to cope up with geometric and
photometric attack. Fingerprint corresponding to the pre-
processed frames is computed and stored into the database.
Fingerprints are generated for query video sequence follow-
ing the same steps. Finally, shots of query and reference
video sequences are matched to detect whether the query
shots are copied version of reference shots or not. Attacks,
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Fig. 1 Schematic diagram of
the proposed content-based
video copy detection system

pre-processing task, fingerprint generation, and matching
technique are elaborated in Sects. 3.1, 3.2, 3.3, and 3.4,
respectively.

3.1 Attacks

The copied video may undergo various attacks/transforma-
tion and that makes it difficult to detect. Such attacks are
broadly categorized as photometric attack and geometric
attack. Geometric attacks are mostly post-production attacks.
Photometric attacks affect the visual quality, whereas the geo-
metric attacks deal with the frame display format. Various
attacks discussed in [9,26,29] can be summarized as follows.

• Photometric attack

• Increase/decrease in contrast
• Increase/decrease in brightness
• Contamination by noise
• Blurring

• Geometric attack

• Change in display format
• Letter box format
• Pillar box format
• Flat file format

• Insertion of logo
• Picture in picture (PiP)
• Insertion of L-shaped border (with advertisement)
• Insertion of horizontal rolling display at bottom
• Resizing of frames

• Others

• Change in frame rate
• Frame drop due to lossy transmission channel
• Frame clipping
• Substitution attack

It may be noted that the L-shaped border consists of verti-
cal border on the left and a horizontal one at the bottom. It is
very common that such borders contain commercial adver-
tisement with static images or clippings with motion. Exam-
ples of few geometric attacks are illustrated in Fig. 2. Apart
from geometric transformation, change in frame rate, clip-
ping, and substitution attack are also post-production trans-
formations. Frame rate of a video may be decreased by drop-
ping frames through temporal filtering, and on the other hand,
rate can be increased by adding frames through interpola-
tion. In case of clipping frames from both the start and the
end of a sequence are dropped. A part of a sequence may
be replaced by another sub-sequence with different content
in case of substitution attack. Thus, a copied sequence may
not be exactly similar or merely a replicate of the reference
sequence. It may differ in terms of many features like quality,
display pattern, sequence length. Furthermore, combination
of various transformations makes the task even more difficult.

3.2 Pre-processing

In this work, we have not dealt with PiP. Pre-processing activ-
ity has been carried out to achieve immunity against other
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(a)

(b)

(c)

(d)

Fig. 2 Sample frame with different geometric attack and correspond-
ing output after pre-processing. a a frame in letter box format and pre-
processed output. b a frame in pillar box format and pre-processed
output. c a frame in flat file format and pre-processed output. d a frame
with L-shaped border and pre-processed output

geometric attack like change in display format, that is, addi-
tion of borders and rolling display. Measures have also been
taken to minimize the impact of photometric attack like addi-
tion of noise, contrast/brightness variation. The major steps
for pre-processing are as follows.

• Convert the frame into gray scale image
• Remove the borders (the effect of geometric attacks)

• Find the edges
• Detect the lines discriminating content and border in

the neighborhood of frame boundary
• Extract the frame content enclosed by the detected

lines
• Minimize the effect of photometric attack

• Apply mean filter on extracted content to remove
noise

• Apply histogram equalization on filtered image

First of all, we try to minimize the impact of geometric attacks
appearing in the form of display format and different types
border insertion. As it is indicated, the pre-processing is car-
ried out with the intensity component of the color frame.
Intensity values are computed as follows.

Y = 0.30 × R + 0.59 × G + 0.11B (1)

Applying Sobel operator on the intensity image, a gradient
image is formed. Considering average gradient as the thresh-
old, pixels with higher gradient are taken as edge points. We
try to detect the horizontal (top, bottom) and vertical (left,
right) border-content.

In case of letter box (or pillar box), horizontal (resp. ver-
tical) borders appear on top and bottom (resp. left and right)
margins of the frame. In a flat file format, a vertical border
appears on the left margin. Unlike the plain borders or display
formats, rolling display in the horizontal border or activity in
the L-shaped borders may be confused with the actual con-
tent. We try to develop a common framework based on the
observation that there is a sharp transition from the frame
borders to the frame content in case of all display formats
and all border patterns.

Ideally, the edge image of the frame depicts the verti-
cal and/or horizontal lines demarcating the border and the
content. Actual frame content may also give rise to verti-
cal/horizontal lines. To minimize such false detection, we
have restricted the detection process only within a range of
30 % (borders are limited within it) of the image width/height
from the image boundaries. The border-content discriminat-
ing line may have discontinuity. In general, a line may not
span over the image width or height and this is particularly
true for the L-shaped boundary. To minimize the miss in
detecting a possible line, the presence of at least 70 % edge
pixels in the vertical (horizontal) direction is considered as a
possible line. There is a possibility of having multiple such
lines in case of rolling display and L-shaped borders with
activity. The contention in such cases is resolved by retain-
ing the line furthest from the nearest image boundary and
eliminating the rest. Once the lines discriminating the con-
tent and borders are detected, content is segmented out for
subsequent use. Sample output of the pre-processing scheme
is shown in Fig. 2, and it is observed that the respective bor-
ders are successfully removed.

Image obtained after removing the borders is further
processed to reduce the effect of various photometric attacks.
Noise may be added inherently due to the limitations of pro-
duction process. To minimize such noises, mean filter of size
5 × 5 is applied as the first step. Manipulation of contrast
and/or brightness in a copied sequence may lead to the con-
siderable differences between the intensity histograms of the
copied version and the corresponding original one. These
changes affect the computed features. To reduce the effects
of such errors, histogram equalization technique is applied on
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the filtered image. Finally, the pre-processed image is used
for generating the signature.

3.3 Fingerprint generation

In order to compute features, we work with the pre-processed,
gray scale image where the intensity values are normalized to
[0, 1]. We generate the fingerprint/signature for the frames in
a sequence based on wavelet decomposed signal and spatial
distribution of pixel gradient. The major steps are as follows.

• Wavelet-based signature

• F be the image obtained after normalizing the inten-
sity of the pre-processed gray scale frame image

• Iterate nw times
• Apply Haar wavelet transform on F to obtain LL,

LH, HL and HH sub-images
• Compute energy of LH, HL and HH sub-images
• Consider the LL sub-image as F in next iteration

• Compute energy of F, that is, energy of the final LL
sub-image

• Consider the 3×nw +1-dimensional vector compris-
ing of the energy values as the descriptor

• Spatial distribution of pixel gradient

• F be the image obtained after normalizing the inten-
sity of the pre-processed gray scale frame image

• Apply Haar wavelet transform on F to obtain LL, LH,
HL and HH sub-images

• Compute gradient image corresponding to LL sub-
image

• Divide the gradient image into Np equisized parti-
tions

• For each partition, prepare gradient histogram
• Concatenate the histograms to obtain the descriptor

In order to extract wavelet-based signature, the image is
decomposed into four sub-bands (LL, LH, HL and HH) using
2-dimensional Haar wavelet transform. The average intensity
or the low frequency component is retained in the LL sub-
band, and other three sub-bands show the high-frequency
components, that is, the details of the image. Energy in each
sub-band is considered as features. Decomposition is con-
tinued recursively considering LL sub-band as the image.
In successive decomposition, as we deal with the average
image (with reduced details) in LL band, the impact of the
noise also gets reduced and enables us to cope up with the
attacks. In our experiment, we have considered five levels of
decompositions to obtain 16-dimensional feature vector.

In general, normalized histogram of gradient is invariant
to brightness and so is more invariant to photometric attack
in comparison to intensity histogram. It has motivated us

to look into gradient-based feature. The frame level gradient
histogram is quite global in nature and may not have sufficient
discriminating power. Edge-based features can have strong
discriminating capability, but spurious edge pixels caused
by the noise may reduce its robustness. Thus, a descriptor
is required which can cope up with the photometric attack
and satisfies the diverging requirement of discriminabilty and
robustness. In this context, the histograms of gradient magni-
tude computed over various partitions in the frame can serve
the purpose. So a collection of histograms is used that reflects
the spatial distribution of gradient to the extent.

At this stage, we work with the LL band obtained after
applying wavelet transform on the intensity image, and it
further enhances the noise immunity. Gradient image is com-
puted by applying Sobel operator on the LL band. The gra-
dient image is then divided into Np equisized partitions, and
normalized histogram is formed for each partition. These
histograms are concatenated to represent the frame, and it
captures the local description well. It may be noted that, the
frame size of a copied sequence may be changed to make it
different from the original one. Hence, the size of the partition
may also vary from sequence to sequence to keep the total
number partitions (Np) same. A high value for Np makes
the partition very small. As a result, the signature is sensi-
tive to object motion, noise, etc. On the other hand, a very
low value of Np affects the discriminating capability. Hence,
in our experiment, a moderate value is chosen for Np. The
fingerprint thus obtained is invariant of frame size, and it
reflects the distribution of the dominant edge pixels in the
image. It may also be noted that, the frames in a sequence
with temporal separation have similarity in the histograms
unless there is a strong motion, and it enables to handle the
change in the frame rate also.

3.4 Sequence matching

A video sequence given as a query may be a collection of
shots, and a shot is a continuous sequence of frames generated
by a single non-stop camera operation. A copied sequence
may be formed by concatenating the shots from different
sequences. To cope up with such situation, in our framework,
we have considered shot level matching. There are shots in
the query sequence; even if they are copied from various
reference sequences then also those can be detected.

The reference video sequences are first partitioned into
shots following the technique presented in [32]. Signatures
are extracted from each frame in the shots and stored in the
database. The query sequence is also segmented into shots in
the same manner, and the signature is computed from each
frame of the shot. Copy detection proceeds at shot level, and
the shot matching strategy forms the core part of the system.
In the proposed methodology, a hypothesis test based strategy
is utilized that relies on multivariate Wald–Wolfowitz test.
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Wald–Wolfowitz run test [43] is used to solve the similar-
ity problem of non-parametric distribution of two samples.
Suppose, there are two samples X and Y of size m and n,
respectively, and the corresponding distributions are Fx and
Fy . H0, the null hypothesis to be tested and H1, the alternative
hypothesis are as follows:

H0 : Xand Y are from same population, i.e. Fx = Fy

H1 : They are from different population, i.e. Fx �= Fy

In our problem, a frame is represented by its signature
(feature vector). Thus, a shot may be thought of as {vi }, the set
of feature vectors wherevi is the feature vector corresponding
to i th frame in the shot. Let, sq and sr are the query shot and
a reference shot which are to be compared. Signatures are
extracted for each frame in sq and sr to obtain the set of
feature vectors {vqi } and {vri }, respectively. {vqi } and {vri }
may be thought of as two samples X and Y , respectively, and
accordingly, vqi and vri are the sample points. Cardinality of
{vqi } and {vri } is m and n, respectively.

In classical Wald–Wolfowitz test, it is assumed that the
sample points are univariate. N = n + m observations are
sorted in ascending order, and the labels X or Y are assigned
to them depending on the sample to which they belong. But,
in our problem, the sample points are multivariate. Friedman
and Rafsky [11] have suggested a multivariate generalization
by using the minimal spanning tree (MST) of the sample
points. In this approach, each sample point is considered as a
node and every node is connected to the closest node (based
on the similarity between their feature vectors) to form the
MST of the sample points. The steps for forming the MST
are as follows.

• remaining_set = set of all nodes (feature vectors) of two
samples

• Consider, a node ni as root
• included_set = {ni }
• remaining_set = remaining_set − included_set

• Repeat the following steps until remaining_set
becomes empty

• For each node, nr ∈ remaining_set
• distance with the tree, dk = min{dist(nr , nin)}

where, nin ∈ included_set
• Let dt = min{dk} and it corresponds to the node

nt ∈ remaining_set
• Put nt in included_set
• Remove nt from remaining_set

In the proposed scheme, distance between two nodes (fea-
ture vectors) is computed as follows.

dist = distw + K × distg (2)

K is a scalar constant that brings distw and distg to same scale.
distw is Euclidean distance between the wavelet-based fea-
ture vectors. It may be noted that the wavelet-based features
are computed with normalized intensity values and distw lies
within [0, 1]. distg , the distance between gradient histogram
based features, is computed as

distg = 1 − avg{simi } (3)

simi is the similarity measured by Bhattacharya distance
between the gradient histograms of the two frames.

Once the MST is prepared, if we remove all the edges
connecting pair of points coming from two different sam-
ples, each sub-tree formed would consist of samples from
one and only one population and is equivalent to a run of a
univariate case. Thus, the number of nodes in each sub-tree is
equivalent to the run-length, and R, the number of sub-trees,
is equivalent to number of runs. Example of MST has been
shown in Fig. 3 where filled nodes and empty nodes denote
the sample points of two samples (video sequences). Along a
path, sequence of same type of nodes (either all empty nodes
or filled nodes) represent a run, and a number of nodes in such
sequence are the length of the run. In Fig. 3, nodes forming a
run have been encircled. Physically, it may be interpreted that
more similar the samples, they will tend to interleave more
frequently resulting into large number of runs with smaller
length.

Finally, the test statistic W is defined as

W = R − E[R]√
Var[R] (4)

where Var[R] = 2mn
N (N−1)

×( 2mn−N
N + C−N+2

(N−2)(N−3)
×(N (N −

1)−4mn+2)), C is the number of edge pairs in MST sharing
a common node and E[R] = 2mn

N + 1. Thus, the steps for
sequence matching are as follows.

• Prepare MST considering the frames in query shot (sq )
and reference shot (sr ) as the samples

• Compute the test statistic W

Fig. 3 Minimal spanning tree with filled and empty nodes representing
frames of two video sequences and encircled nodes represent a run
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• If W falls in critical region then reject H0, the null hypoth-
esis

• If W is rejected then sq is not a copy of sr else sq is a
copy of sr

As W follows standard normal distribution, a critical region
may be chosen for a given level of significance (α) which sig-
nifies the maximum probability of rejecting a true H0. If W
falls within the critical region, H0 is rejected. Physically, low
value of R expresses that two samples are less interleaved in
the ordered list, and it leads to the interpretation that they are
from different populations. In our experiment, α is taken as
0.1.

Some of the systems [7,15,23] assumes that query
sequence is of shorter duration in comparison with the ref-
erence sequence. But, it cannot be ensured as the query
sequence may be a slow motion version [31] or may be trans-
formed one with increased frame rate. It may be noted that
the proposed sequence matching does not make any assump-
tion regarding the relative length of query and reference
sequences. Essentially, it looks for considerable interleav-
ing of the two sequences in the feature space. As a result,
the technique has strong immunity to the attacks like frame
drop, frame clipping, change in frame rate, frame substitu-
tion. Moreover, it is also robust against the photometric attack
as long as the feature values of the transformed sequence lies
within the same range in the feature space as the original
sequence.

4 Experimental results

The experiment has been carried out with a reference video
database of approximately 2 h 45 min duration. It contains
different sequences of various categories, like news, sports,
documentary, movie, and television serials. The sequences
are collected from TRECVID 2001, 2002, and 2005 data-
bases. Sequences recorded from television broadcast are also
included in the database. The description of the database is
shown in Table 1. Please note that, the database contains
number of shots belonging to same category like news, soc-
cer, landscape. But, in the context of a CBVCD system, all
the shots are considered distinct. So the number of classes is
equal to the number of shots or sequences.

Table 1 Description of data and parameters used in the experiments

Reference database Parameters

Size of frames 352 × 288 α 0.1

Number of frames 269,628 nw 5

Number of shots (Nr ) 642 Np 16

Number of class 642 K 1

The value of the different parameters used in the pro-
posed system are summarized in Table 1. nw denotes the level
of decomposition in computing wavelet-based features. Np

stands for number of partitions in which the frame image is
divided for obtaining the spatial distribution of pixel gradi-
ent. K is the scaling factor used in combining distw and distg
in Eq. 2, and α is required to determine the critical region for
test statistic in sequence matching.

Queries are generated by randomly selecting shots from
the database. Different types of photometric attack are incor-
porated in these query shots. Thus, the different versions of
query shots include the shots where brightness/contrast is
changed and 25–30 % of the pixels are corrupted by random
noise. Another set of queries are formed by incorporating
different display formats, where the query shots are made
to be in pillar box, letter box, flat file format, or even with-
out any such border. So queries are formed with the shots
with/without border. Thus, the query shots and the corre-
sponding original ones in the reference database are in differ-
ent forms. The borders appeared in different display formats,
except the L-shaped border, are removed automatically in the
pre-processing step, while the L-shaped borders are removed
manually. Queries with changed frame rate are formed by
randomly dropping the frames from either the query shot
or the reference shot. In some cases, query and the reference
shots are prepared by randomly choosing the mutually exclu-
sive set of frames from the original sequence. Clipping effect
is generated by dropping a set of frames from the leading or
trailing or any intermediate part of the reference shots. For
certain cases, leading/trailing set of frames of a query are
substituted by other frames of a different shot. Number of
queries considered for different types of attack is presented
in Table 2.

Suppose SR denotes the set of whole video database at our
disposal. For our experiment, for a particular type of attack,
we arbitrarily choose a subset Sr ⊂ SR as the reference
database and another subset SQ ⊂ SR as an initial query
database. Here, Sr and SQ are chosen in such a way that Sr �=
SQ and Sc = Sr ∩ SQ �= �. So Sc denotes the set of queries
that are copies of some shots in Sr , and appropriate labeling
is used with the groundtruth for copied sequences. Then, we
apply certain attack on the elements of SQ to generate a set Sq

which is finally used as the query database for the experiment.
In this experiment, Sr is fixed, but Sq changes for different
attacks (see second column of Table 2). For simplicity, we
assume the elements of SQ and Sq can be referred to by the
same label Sq j . Further suppose that for a query shot Sq j the
set Sd j ⊆ Sr denotes the set of all Sri of which Sq j is detected
as a copy. Let us define Nr = #(Sr ) and Nd j = #(Sd j ), where
#() stands for cardinality.

Now, given a query shot sq j from Sq , it is exhaustively
verified with each reference shots sri in the reference data-
base Sr to infer if the former is a copied version of the
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Table 2 Performance comparison of different systems (CR and FR in %)

Attack No. of queries Kim’s system [23] Chen’s system [7] Harvey’s system [15] Proposed system

CR FR CR FR CR FR CR FR

No attack 250 100.00 3.85 100.00 3.84 100.00 3.74 100.00 0.13

Brightness changed 200 99.50 3.85 98.50 3.86 99.00 4.75 100.00 0.14

Contrast changed 200 99.50 3.85 99.00 3.86 98.50 3.74 100.00 0.13

Noise added 200 98.50 3.86 98.50 3.86 100.00 3.75 99.50 0.13

Pillar box 125 100.00 3.85 100.00 3.85 99.20 3.75 100.00 0.13

Letter box 125 100.00 3.85 100.00 3.85 99.20 3.75 99.20 0.13

Flat file 125 90.40 3.77 92.80 3.76 99.20 3.75 100.00 0.13

L-shaped border 60 56.67 3.21 58.33 3.27 70.00 2.72 91.67 0.16

Logo inserted 80 100.00 3.85 100.00 3.84 97.50 3.74 97.50 0.13

Changed frame rate 40 100.00 3.82 100.00 3.85 80.00 3.37 100.00 0.20

Clipping 40 75.00 3.82 67.50 3.81 80.00 3.34 100.00 0.16

Substitution 40 92.50 3.82 95.00 3.85 100.00 3.29 100.00 0.16

Overall 1,485 96.22 3.82 96.16 3.82 97.58 3.67 99.39 0.14

latter. The outcome consists of a sequence of Nr elements
〈O1, O2, . . . , ONr 〉. Oi is true if the system declares sq j as a
copy of sri ; otherwise, it is false. So Sd j = {sri | Oi = true}.
If sq j is a copy of sri then ”Oi = true” indicates correct copy
detection and ”Oi = false” indicates a miss. On the other
hand, if sq j is not a copy (with or without attack) of sri then
”Oi = true” indicates false alarm. For a CBVCD system,
copy detection rate (CR) must be high, while false alarm rate
(FR) and miss-detection rate (MR) should be low. For the
query set Sq , the CR and FR are computed as follows.

CR = number of correctly detected copy

number of actual copy
× 100 %

=
∑

j #(Sd j ∩ Sc)

#(Sc)
× 100 % (5)

FR = number of false alarm

Total number of trials
× 100 %

=
∑

j #(Sd j ) − ∑
j #(Sd j ∩ Sc)

#(Sq) × #(Sr )
× 100 % (6)

MR = (100 − CR) % represents percentage of miss-
detection.

Spatio-temporal measure is widely used in video sequence
matching. Hence, for comparison, we have implemented the
spatio-temporal measure based systems proposed by Kim et
al. [23], Chen et al. [7], and Harvey and Heefeda [15]. All
the three methods have assumed that reference sequence is
longer than the query sequence, that is, n ≥ m, where n
and m are the number of frames in the reference and the
query sequences, respectively. For copy detection, based on
a distance measure, the query sequence is compared with the
sub-sequences of same length (i.e., m) taken from the refer-
ence sequence. Thus, the sub-sequence matching is carried

out (n − m + 1) times incurring the cost toward computation
of distance measure. The frame rate is, implicitly, assumed to
be same for the query and the reference shots. Finally, if the
distance of the most similar sub-sequence is less than a pre-
determined threshold value, the query sequence is declared a
copied version of the source sequence. Three systems differ
mainly in terms of their features and distance measures.

A spatio-temporal sequence matching technique has been
presented in [23], where each frame is partitioned into 2×2,
that is, 4 sub-images of equal size and a 2 × 2 rank matrix is
formed for each frame based on the average intensity of the
sub-images. Formation of rank matrix involves sorting; oth-
erwise, cost of feature computation varies linearly with the
frame size. Based on the rank matrix, an ordinal measure has
been presented for spatial matching of two sequences. A tem-
poral distance metric has also been incorporated that relies
on the direction of change (increase/decrease/no change) in
average intensity of the sub-images over the sequence. A
metric combining spatial and temporal measures is used for
sequence matching. Cost of computation for both spatial
and temporal measure is of O(N ) where N is the length
of sequence, and it has to be repeated for each partition.

Chen and Stentiford [7] have followed similar philosophy
as in [23] and adopted only the temporal metric based on
ordinal measure. First of all, the frames are partitioned in the
same manner, and each partition is represented by the aver-
age intensity of the pixels in the it. Instead of forming the
rank matrix for individual frame as in [23], it is formed cor-
responding to each sub-image (partition) by considering all
the frames in a sequence. Thus, the rank matrix is of dimen-
sion k × N , where k(= 4) is the number of partitions and
N is the number of frames in the sequence. In [23], the rank
matrix captures only the spatial information; whereas in [7],
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the rank matrix reflects the temporal aspect of the sequence.
But, rank matrix based ordinal measure used in [7] is similar
to that in [23]. Computational cost of rank matrix formation
is of O(N log N ) as the N elements in a partition are to be
sorted. Furthermore, the task has to be carried out for each of
the k partitions. Computation of ordinal measure incurs fur-
ther cost of O(N ). It may be noted that the query sequence
is verified with a part of reference sequence. Thus, the com-
putation is to be done for each reference sub-sequence.

Harvey and Hefeeda [15] have considered pre-processing
to deal with display formats like pillar and letter box relying
on the assumption that the color of introduced borders are of
homogeneous in nature. After removing the borders, the con-
tent (residual part of the frame) is divided into 3×2 partitions.
For each sub-image, thus obtained, the local interest points
are generated following speeded up robust features (SURF)
methodology. Based on the count of such interest points in
the partitions, rank matrix for each partition is formed con-
sidering all the frames in a sequence. As in the case of the
system in [7], an ordinal measure based on the rank matrix is
formulated for sequence matching. It also incurs the similar
computational cost as in the case of Chen and Stentiford’s
system.

In our system, the cost of computation for wavelet-based
signature and spatial distribution of gradient varies linearly
with the frame size. But, MST creation for sequence match-
ing is computation intensive and cost is of O(N 2) where N
is the number of frames participating in the process. In case
of a CBVR system, the response time is very crucial, but it
is not so for a CBVCD system. In a CBVCD system, a com-
plaint may come with possible target that reduces the search
space considerably. More often, copy detection will be an
offline activity. Thus, for a CBVCD system, copy detection
rate and false alarm rate are more crucial parameters than the
response time.

The performance of the proposed system and the other
three systems [7,15,23] is presented in Table 2. Number of
queries have been executed for each type of attack, and the
average values for correct detection rate (CR) and false alarm
rate (FR) in percentage are presented. The value of miss-
detection rate (MR) is not given here as it is straightaway
revealed by CR. The systems presented in [7,23] suffer from
a number of limitations. They sustain letter box/pillar box
kind of change in display format as such changes affect all
the four sub-images in the same manner without leading to
any significant change in the rank matrix. But, they cannot
cope up with flat file format or L-shaped border. The aver-
age intensity of four sub-images form the basic descriptor,
and it is almost global. It has made the systems low cost and
robust against the photometric attacks. But, the descriptor
of too general nature is a compromise in terms of its dis-
criminating power, and it is likely to generate similar rank
matrix even for non-similar frames/sequences. As a result,

possibility of false alarm is considerably high. However, in
case of the system in [7], as the rank matrix is formed for
the sequence, its capability to deal with flat file format and
L-shaped border is higher than the Kim’s system [23]. The
system proposed by Harvey and Heefeda [15] have consid-
ered pre-processing to remove the borders. As a result, it has
performed better than the systems in [7,23] in dealing with
flat file format and L-shaped border. Moreover, false alarm
rate is also relatively less as the interest point based features
having relatively more discriminating power. Table 2 depicts
that the proposed method handles wide variety of attacks
with high copy detection rate, and the false alarm rate is also
very low which is desirable criteria for any CBVCD system.
Overall performance indicates that the proposed method out-
performs the other systems in terms of both the parameters
CR and FR.

Moreover, the assumption made in [7,15,23] that the
query sequence is of shorter duration is too restrictive as
the situation may be just opposite in case of an attack like
increased frame rate, or the copied one is a slow motion
version of the reference sequence. Besides, all the sys-
tems [7,15,23] rely on a pre-determined threshold for copy
detection, and the selection of this threshold is a non-trivial
task. In [23], weight adjustment between spatial and temporal
measure is also very crucial.

In the proposed system, simple pre-processing technique
has made it robust against the geometric attack and has also
made immune to the photometric attack. Wavelet-based fea-
tures are quite general in nature and robust against the pho-
tometric attacks. Features based on the spatial distribution of
gradient magnitude capture the local structures significantly.
So the proposed features are sufficiently representative, and
it is well indicated by the fact that the proposed system does
not generate any false alarm for the cases shown in Fig. 4a–d.
The hypothesis test based sequence matching scheme looks
for interleaving of the frame level descriptors of the two
sequences under consideration. Thus, it takes care of the tem-
poral similarity of the sequences in a relatively relaxed man-
ner and becomes robust against attacks like changed frame
rate, clipping, and substitution. As a whole, the proposed
system meets the diverging requirements of robustness and
discriminability of a CBVCD system.

5 Conclusion

In this work, we have proposed a content-based video
copy detection system which is robust against various post-
production attacks (both geometric and photometric). The
fingerprints or features of video data are generated based on
the wavelet decomposed sub-bands and localized intensity
gradient histograms in the low sub-band. The proposed fin-
gerprint is robust with considerable discriminating power.
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(a)

(b)

(c)

(d)

(e)

Fig. 4 Sample cases of false detection by different systems a A sample
case of false detection by Kim’s System [23]. (i) Sample frames of
query sequence. (ii) Sample frames of matched reference sequence.
b A sample case of false detection by Kim’s System [23] and Har-
vey’s System [15]. (i) Sample frames of query sequence. (ii) Sample
frames of matched reference sequence. c A sample case of false detec-
tion by Chen’s System [7] and Harvey’s System [15]. (i) Sample frames
of query sequence. (ii) Sample frames of matched reference sequence.

d A sample case of false detection by Chen’s System [7] and Kim’s
system [23] and Harvey’s System [15]. (i) Sample frames of query
sequence. (ii) Sample frames of matched reference sequence. e A sam-
ple case of false detection by Chen’s System [7], Kim’s system [23],
Harvey’s System [15] and the proposed system. (i) Sample frames of
matched reference sequence. (ii) Sample frames of matched reference
sequence
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Simple pre-processing is adopted to enhance the attack han-
dling capability. For sequence matching, a hypothesis test
based scheme is employed which also adds to the strength of
the system. As the computation cost of the proposed system
is comparatively higher, in future, an indexing scheme may
be adopted to carry out the matching with a reduced set of
reference sequences. An experiment is carried out with a ref-
erence database consisting of 642 distinct shot. 1,485 query
sequences have been formulated to represent different types
of attacks. Proposed system achieves high copy detection rate
(99.39 %) and low false alarm rate (0.14 %). Thus, it fulfills
the diverging criteria of robustness and discriminability. Per-
formance of our system has also been compared with three
other well-known systems that rely on widely used concept
of spatio-temporal matching. Experimental result indicates
that the proposed system is a more effective content-based
video copy detection system than others.
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