
SIViP (2014) 8:1591–1603
DOI 10.1007/s11760-012-0398-x

ORIGINAL PAPER

Adaptive fuzzy contrast factor enhancement technique
for low contrast and nonuniform illumination images

Khairunnisa Hasikin · Nor Ashidi Mat Isa

Received: 19 June 2012 / Revised: 18 September 2012 / Accepted: 17 October 2012 / Published online: 1 November 2012
© Springer-Verlag London 2012

Abstract This paper presents a new enhancement tech-
nique using the fuzzy set theory for low contrast and
nonuniform illumination images. A new parameter called
the contrast factor which will provide information on the
difference among the gray-level values in the local neigh-
borhood is proposed. The contrast factor is measured by
both local and global information to ensure that the fine
details of the degraded image are enhanced. This parame-
ter is used to divide the degraded image into bright and dark
regions. The enhancement process is applied on gray-scale
images wherein the modified Gaussian membership function
is employed. The process is performed separately according
to the image’s respective regions. The performance of the
proposed method is comparable with other state-of-the-art
techniques in terms of processing time. The proposed method
exhibits the best performance and defeats other methods in
terms of preserving brightness and details without amplify-
ing existing noises.
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1 Introduction

The visual quality of the most recorded images is inevitably
degraded during the image acquisition process because of
inadequate lighting and incorrect setting of the aperture or
the shutter speed or both. Deficiencies in the image acquisi-
tion process often result in low contrast images which nor-
mally contain noisy backgrounds. In addition, difficulties in
controlling lighting conditions lead to variation in image illu-
mination and thus causing the nonlinear gray-scale intensity
mapping. The effects of those defects are replicated on the
range and shape of the gray-level histogram of the acquired
image.

A low contrast image is characterized by the high ampli-
tudes of its histogram components at one or several locations
on the gray-scale, while staying very low in the remaining
gray-scale distributions. As a result, the space for foreground
histogram components (i.e., an object of interest) is com-
pressed and image contrast is decreased.

Improving image contrast is difficult by simply stretching
the histogram of the image or using simple gray-level trans-
formations. Conventional image enhancement techniques
generally obtain satisfactory results if the technique and para-
meters are properly selected. However, conventional tech-
niques often fail to produce satisfactory results in dynamic
and broad range of nonuniform illumination images. There-
fore, improving the appearance of the image is essential in
providing better input images for further image processing
tasks.

Numerous studies have been published on image enhance-
ment or also known as contrast enhancement. However, the
concept of image contrast lacks a precise definition and has
been interpreted as a qualitative rather than a quantitative
measure of an image [1,2]. Uncontrollable deficiencies sel-
dom occurred during the image acquisition process causing
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the vagueness and uncertainty in the acquired image. Uncer-
tainty appears in the form of imprecise boundaries and inten-
sities during image digitization.

Therefore, the fuzzy set theory [3–5] has been widely
applied by researchers when dealing with the image enhance-
ment. This theory is popular among the researchers because
it is a suitable tool for dealing with the uncertainties, and
it provides a solution to the problem of precision between
classical mathematics and the inherent precision of the real
world. The imprecision possessed by the acquired image can
be qualitatively perceived by human reasoning. However,
no specific quantification can describe imprecision. Thus, a
machine may not understand the imprecision. Realizing this
limitation, the fuzzy logic tools become a popular choice
because it empowers a machine to mimic human reasoning
[6] that suitable for image enhancement.

The remainder of this paper is organized as follows.
Related studies on the enhancement process are discussed
in detail in Sect. 2. The acquired image is categorized based
on the new parameter called the contrast factor in Sect. 3.
The proposed algorithm for fuzzification and enhancement
are presented in Sect. 4. Simulation of the test images and
the qualitative and quantitative comparison of the results
are discussed in Sect. 5. Finally, this paper is concluded in
Sect. 6.

2 Related works

The enhancement process is a preprocessing task needed
to obtain a pleasant image. The most popular concept
in the enhancement process is based on the modification
of the image histogram. This technique is a popular choice
among researchers for image enhancement because of its
simplicity and capability to produce a good results over
variety of images. However, many histogram-based contrast
enhancement techniques have normalized image intensity
which can produce a washed-out effect [7,8] on the output
image or amplify the background noise, or both. Several mod-
ified histogram-based contrast enhancement techniques have
been proposed to overcome this limitation. These techniques
include bi-histogram equalization [9], quadrant dynamic
histogram equalization [10], histogram specification [11]
and brightness preserving dynamic histogram equalization
[12].

These techniques process crisp histograms of images for
enhancement purposes. The crisp statistics of digital images
suffers from inherent limitation that excludes the inexact-
ness of gray values. Because of this limitation, a dynamic
fuzzy histogram equalization with brightness preserving is
proposed by Sheet et al. [13] to overcome uncertainty in low
contrast images. The fuzzy set theory is employed in this
technique to handle the inexactness of gray values wherein

the histogram is partitioned based on local maxima. This
equalization method uses a spanning function on the total
number of pixels in the partition to perform equalization.
However, implementing the fuzzy histogram is challenging
on nonuniform illumination images, where bright (overex-
posed) and dark (underexposed) regions exist in a particular
image.

Other approaches which are highly similar to human rea-
soning that have been applied in image enhancement deal
with ‘IF-THEN-ELSE’ fuzzy rule-based system [14–17]. A
set of neighborhood pixels forms the antecedent part of the
rule in this method. The pixel to be enhanced is transformed
by the consequent part of the rule. This approach incorpo-
rates human intuition to make soft decisions on each condi-
tion. However, this method suffers from high computational
time and difficulty in generating a fuzzy rule. The conse-
quent part of the rule will only be executed if the prior rule
is accomplished, thus this technique is difficult to implement
in real-time applications.

Besides that, there are other approaches that use several
pixel properties such as gray tone or color intensity. These
approaches are modeled into a fuzzy set using the member-
ship function. An intensification (INT) operator is applied
globally to modify the membership function to reduce fuzzi-
ness and increase image contrast [18]. This approach trans-
forms membership values that are above a predetermined
threshold to much higher values or modify the member-
ship values that are lower than the threshold value to much
lower values in a nonlinear manner. Thus, a dynamic range
of images with good contrast can be obtained. However, the
INT operator solely depends on the membership function and
needs to be continuously applied to the image to attain the
desired enhancement.

This limitation is then improved using a Gaussian type
of fuzzification function that contains a single fuzzifier and
a new intensification operator (NINT) [1]. The fuzzifier is
obtained by maximizing the fuzzy contrast. The NINT does
not change uniformly because the membership function is
marginally changing. Thus computational time is reduced
compared with INT.

Although most image enhancement techniques can
improve image brightness, several deficiencies are still
present in these techniques such as loss of image con-
trast and details. Thus, various enhancement techniques are
proposed by optimizing the information contained in the
image which will be used in adjusting gray-level transfor-
mation function [19–22]. The optimization of image con-
tent includes optimizing entropy [20,23], index of fuzziness
[21,24] or a combination of both [25] and intuitionistic fuzzy
[20,22].

An objective measure called exposure has been proposed
by [26] which will provide an amount of lighting exposure
to the image. The image can be divided into underexposed
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Fig. 1 Example of underexposed (i.e., black circle) and overexposed
(i.e., dotted black circle) regions

and overexposed regions based on this objective measure.
Only a few studies address the issue of nonuniform light-
ing in an image in the context of image enhancement [26–
29]. The objective measure is constructed by involving the
entropy, the contrast and visual factor of the image. Min-
imizing this objective measure successfully enhances an
image.

However, the image enhancement process performed by
optimizing these quantitative measures requires an optimiza-
tion procedure that is conducted repeatedly to improve the
image quality. Therefore, the process needs a more compli-
cated optimization procedure in addition to the enhancement
process which can increase computational time.

Attempts have been made to locally enhance the image to
increase image details without involving an additional opti-
mization process [30–34]. The local contrast or local entropy
in small regions is enhanced in this technique while prevent-
ing an increase in global contrast at the same time. Fine edges
neglected in global enhancement are enhanced. The clarity of
the enhanced image is improved. However, noises and arti-
facts are enhanced, and multiplex elements of the background
are distorted during the enhancement process.

Realizing the fact, a new contrast enhancement technique
has been proposed to improve the brightness of the image by
considering nonuniform lighting that normally exists in the
acquired image (Fig. 1). The major contribution of this paper
is the development of the new enhancement technique that
preserves image details by calculating differences in gray-
level values in the local neighborhood.

3 Image classification based on contrast factor

Most recorded images suffer from low contrast and appear
nonhomogeneous in terms of illumination. The image
appears darker and brighter when intensity distribution

mainly accumulates at the lower and upper parts of the his-
togram, respectively. These conditions can be observed in
their histograms which do not occupy the entire dynamic
range of the intensity distribution. The histogram only occu-
pies a certain area in the lower or upper parts of the total range
of the histogram distribution. The image is blurred, poor in
contrast and has image details that are hardly interpreted in
both cases.

When the recorded image appears dark, its neighborhood
pixels are close to the least available dynamic range, and it can
be considered as an underexposed image. For a bright image,
its neighborhood pixels are found in the highest of available
dynamic range and the image is known as an overexposed
image.

However, we seldom encounter a solely overexposed
(bright) image or a solely underexposed (dark) image. Most
of the recorded images are mixed wherein underexposed,
overexposed or a combination of both regions are found in
one image. As a result, the brightness of image becomes
uneven and the image is identified as having nonuniform illu-
mination. This type of image has poor contrast which means
that the ratio between the brightest and darkest intensities in
the image is reduced. The human perception of the concept
of image contrast does not completely correspond to this
problem. Therefore, the image contrast is not a preferable
reference parameter in enhancing an image.

A new parameter called “contrast factor” is introduced
to overcome the aforementioned drawbacks. This parameter
indicates the differences among the gray levels for each pixel
in the neighborhood window, Wmn . The contrast factor is
calculated by:

CF(Xi, j) =
∑

(i, j)∈W i, j

(
Xi, j − X̄Wi, j

)2
i, j∈Wi, j

∑
(i, j)∈Wi, j

σ 2
XWi, j

(1)

where Xi, j indicates the gray-level values (i.e., intensi-
ties) of the image, X̄Wi, j represents local average gray level
value in the Wi, j window and σ 2

XWi, j
represents the local

deviation in the Wi, j window.
The contrast factor is derived based on the difference in

luminance (intensity) with the average of local neighborhood
luminance to preserve details in the image. The difference is
then divided by the standard deviation of the local neighbor-
hood luminance to obtain an overall difference ratio in the
local neighborhood window luminance. The value of con-
trast factor is between [0 1]. The image looks natural and
pleasing if the contrast factor is close to 0.5. The image is
low in contrast and should be enhanced if the contrast factor
deviates far from 0.5.

The image is considered to be a mixed-type image. Thus
attempts have been made to divide the image into over-
exposed and underexposed regions by introducing a new
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threshold, T . This threshold is defined to divide the image
into two regions where enhancement is conducted separately
according to its respective regions as given in Eq. (2).

T = L(1 − CF) (2)

where L represents the total number of gray levels in an
image. The threshold divides the gray levels into two regions
namely the dark (i.e., underexposed) region which is in the
range [0, T − 1] and bright (i.e., overexposed) region which
is in the range [T, L − 1].

4 Image fuzzification, enhancement and deffuzification

Images from California Institute of Technology database [35]
are used for the enhancement purposes in this study. As dis-
cussed in Sect. 1, that the image pixels are too vague and
uncertain to determine whether they are bright or dark pix-
els. In addition, the human perception of image contrast is
subjective and hard to interpret when machines are used.
Therefore, the fuzzy set theory has been employed in deal-
ing with the image pixels ambiguity by associating a degree
of belonging to a particular property.

The fuzzy enhancement involves three stages namely
image fuzzification, modification of membership values for
image enhancement and image deffuzification as shown in
Fig. 2. In the image fuzzification stage, the recorded image
of size C × R in the image fuzzification stage has inten-
sity levels Xi, j in the range of [0L − 1] which is consid-
ered as a collection of fuzzy singletons in the fuzzy set
notation.

I = ∪{ν(Xi, j )} = {νi, j/Xi, j } i = 1, 2, . . . . . . , C;
j = 1, 2, . . . . . . , R (3)

where v(Xi, j ) or vi, j/Xi, j represents the membership or
grade of belonging vi, j of Xi, j being the grayscale inten-
sity at the (i, j) th pixel. C and R are the number of rows and
columns in the recorded image, respectively.

The original recorded image in the spatial domain will
be converted to a fuzzy domain using a specific member-
ship function according to its region (i.e., dark or bright
regions). The gray-level histogram in this study is assumed
to be distributed in Gaussian where the gray levels are clus-

tered around a single maximum throughout the entire range
of the histogram. Therefore, a Gaussian membership func-
tion is employed to fuzzify the image to obtain a smooth and
differentiable fuzzy model [36].

However, the image is poor in contrast and has nonuniform
illumination, thus applying a single Gaussian membership is
not suitable to fuzzify the entire region in the image. Different
membership functions must be applied accordingly to ensure
that they can provide a perfect function to fuzzify the dark
and bright regions in the image.

The Gaussian functions are modified to fuzzify dark (i.e.,
underexposed) and bright (overexposed) regions separately
as derived in Eqs. (4) and (5).

ν(Xu) =
∣
∣
∣
∣
∣
Xmax − exp

[

−
(
Xmax − (Xavg − Xu)

)2

τ 2
h

]∣
∣
∣
∣
∣

for X < T (4)

ν(Xo)=
∣
∣
∣
∣
∣
exp

[

−
(
Xmax − (Xavg − (L − Xo))

)2

τ 2
h

]

− Xmin

∣
∣
∣
∣
∣

for X ≥ T (5)

where Xu indicates the gray levels in the underexposed region
in the range [0, T − 1], Xo indicates the gray levels in the
overexposed region in the range [T, L − 1] and τ 2

h is the
membership factor, calculated using Eq. (6):

τ 2
h = α

[∑L−1
X=0 [(Xmax − σX ) − X ]4 p(X)

∑L−1
X=0 [(Xmax − σX ) − X ]2 p(X)

]

(6)

where σX is the standard deviation of the original image.
The α and p(X) are the fuzzified factor and histogram of
the gray levels, respectively. The membership function in
Eq. (4) operates in the region below threshold T , whereas
the membership function in Eq. (5) operates in the region
above the threshold T .

The membership function is then modified according
to its respective region to enhance the image once the
image is converted into the fuzzy domain. Different func-
tions will be used for enhancing both regions (i.e., dark
and bright regions) as applied in the fuzzification process.
The parametric sigmoid functions for enhancing the dark
(underexposed) and bright (overexposed) regions are given

Fig. 2 Block diagram of fuzzy
enhancement process
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Fig. 3 Example of the sigmoid function

by Eqs. (7) and (8), respectively:

ν′(Xu) = 1

1 + e−[−g(ν(Xu)−Xavg)] (7)

ν′(Xo) = 1

1 + e−[−h(ν(Xo)−Xavg)] (8)

where g and h are the enhanced factors that are used to
enhance the fuzzified image. The sigmoid function is chosen
because it will achieve a value close to ‘1’ if the exponen-
tial parameters presented in Eqs. (7) and (8) are approach-
ing infinity (Fig. 3). Therefore, the unsaturated intensity of
the fuzzified image is ensured by this sigmoid function. The
aforementioned have modified the membership function and
enhancing the original recorded image. Both regions are
combined to produce an enhanced image once the fuzzified
image is modified,

The modified membership functions are defuzzified using
their respective inverse membership functions.

Y = ν′−1
u (X)

ν′−1
o (X)

∀X < T
∀X ≥ T

(9)

The gray levels in the underexposed region are scaled back
in the range between [0, T − 1], whereas the gray levels
in the overexposed region are translated and scaled in the
range between [T : L − 1]. Both regions are then com-
bined into a single region for enhancing the image. The flow
chart of the complete enhancement process is illustrated in
Fig. 4.

The proposed techniques can be also applied in color
image enhancement. A proper color space model that can
be used is Hue, Saturation and Intensity color model. This
model decouples the chromatic information from the achro-
matic information. Color artifacts may be introduced if the
enhancement is directly conducted in three color spaces of
red, green and blue (RGB).

5 Results and discussions

The experimental results using of standard images obtained
from the California Institute of Technology Computational
Vision database [35] is presented in this section. We demon-
strated the performance of the developed algorithm com-
pared with other existing fuzzy gray-scale enhancement
techniques.

The performances of the proposed method are compared
with the other techniques that also implement the fuzzy the-
ory in image enhancement for fair comparison. Five groups
of fuzzy image enhancement techniques exist as discussed in
Sect. 1. These techniques include the conventional approach
of the (NINT) [1], the application of the fuzzy IF-THEN rules
(FRB) [14], the fuzzy objective measure (FOM) [26], the
fuzzy local enhancement (FL) [31] and the fuzzy histogram-
based equalization technique (FHE) [13].

Even though the NINT [1] and the FOM [26] approaches
enhanced the image in color model, both are worth consider-
ation because only the gray levels are used without modifying
the color components in the image. Hence, we selected these
two methods in literature because both are similar approach
with our technique, which only adjusts the gray levels to
enhance the recorded image.

The FRB [14] and FL [31] methods are relevant com-
pared with our proposed method because these techniques
are related to our local contrast factor measurement. Both
methods enhance the image by using the information con-
tained in the local neighborhood which can be related
to our approach. We also considered the histogram-based
approach by choosing the FHE [13] method because it
dealt with the crisp histogram of the images that consid-
ers the inexactness of the gray-level values to enhance
contrast.

The experimental results are compared qualitatively and
quantitatively with the aforementioned techniques. The goal
of this study is to propose a new computationally fast
enhancement technique. In addition, the luminance of the
enhanced image is required to be as close to the origi-
nal image as possible to preserve image brightness and
details while suppressing noises. Enhancement is conducted
based on global and local information to preserve the
details and mean luminance of the image according to
the aforementioned requirements. Qualitative analysis is
performed by visual comparison, whereas the luminance
distortion (LD), entropy (E), peak signal-to-noise ratio
(PSNR) and processing time (t) are chosen for quantitative
analysis.

LD is selected because it is proposed by a previous
study [37] that considered the correlation of mean luminance
between the enhanced and the original images. LD is given
in Eq.(10).
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Fig. 4 Flowchart of the
complete enhancement process

LD = 2X̄(Ȳ )

(X̄)2 + (Ȳ )2
(10)

where

X̄ = 1

L

L∑

i=1

xi (11)

Ȳ = 1

L

L∑

i=1

yi (12)

Xi and Yi are the gray-level values for the original and
enhanced images, respectively. The LD is in the range
[0 1]. The mean luminance of the enhanced image is
almost similar to the original image if the LD approach-
ing ‘1’ which means that X̄ ≈ Ȳ . Thus the brightness is
preserved.

In addition to the brightness preservation, the details of
the image also need to be maintained. Therefore, the entropy
analysis is used to measure the capability of detail preser-
vation. A higher entropy indicates the higher ability of the
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Fig. 5 Comparison of enhancement results a original ‘Lena’ image, b proposed method, c NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]

proposed method to overcome intensity saturation problems
and preserve more details of the image. The entropy of the
enhanced image is given by:

E =
L−1∑

i=0

p(Yi ) × log2 p(Yi ) (13)

where p(Yi ) is the probability of enhanced gray levels
Yi

The enhancement technique should not significantly
amplify the noise level. Thus PSNR analysis is employed.
Good enhancement techniques should be able to increase
image brightness without enhancing existing noises in the
recorded image. The PSNR is calculated using Eq. (14).

PSNR = 10 log10(L − 1)2/MSE (14)

MSE =
√

∑M
i=1

∑N
j=1

(
Yi, j − Xi, j

)2

C × R
(15)

The last analysis is the processing time, which is used to mea-
sure the computational complexity introduced by the pro-
posed method. For consistency, 100 standard images size
400 × 264 pixels are used for each method. The samples are
processed in the Matlab R2010a environment using an Intel
Core 2 CPU 2 GHz with 2.49 GB RAM.

The proposed method should produce the enhanced image
with an LD is close to ‘1’ and have a high entropy to ensure
brightness and to preserve details. In addition, the enhanced
image is expected to have a high PSNR value and can be
executed with short computational time.

Several low contrast images which are actually underex-
posed were used for qualitative evaluation. These images
are “Lena”, “Room”, and “Fruits”, as shown, respectively in
Figs. 5, 6, and 7. The figures show the enhanced images from
the proposed approach compared with other existing state-
of-the-art approaches. The enhanced images from the NINT
[(Figs. 5c, 6c, 7c) and FOM (Figs. 5d, 6d, 7d)] approaches
have resulted in darker images compared with the original
images. Image contrast is decreased. Thus, distinguishing
the foreground from the background is difficult. The mean
luminance of the enhanced images for both methods deviates
from the mean luminance of the original image, thus result-
ing in lower LD values. The lower LD values indicate that
those methods are unable to preserve the mean brightness of
the original image.

In terms of detail preservation, the entropy values of the
enhanced image using the NINT approach in Figs. 5, 6,
and 7 are 5.880, 4.673, and 4.327, respectively. The NINT
approach produced the lowest entropy value compared with
the other methods. Most of the areas in the enhanced image
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Fig. 6 Comparison of enhancement results a original ‘room’ image, b proposed method, c NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]

Fig. 7 Comparison of enhancement results a original ‘fruits’ image, b proposed method, c NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]
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Fig. 8 Comparison of enhancement results a original ‘Man 1’ image, b proposed method, c NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]

appear dark, with poor brightness. As such, the details of the
image are not apparent and cannot be interpreted by the eyes.
The NINT technique underenhanced certain regions because
the underexposed and overexposed regions of the image
were not considered during processing. The NINT technique
enhances the image without preserving the details and con-
trast of the original image. The algorithm also enhances
existing noise in the original image, resulting in a lower
PSNR value.

The less-enhanced and slightly saturated images are pro-
duced through the FRB method, as shown in Figs. 5e, 6e, 7e
with PSNR values of 10.348, 14.637, and 8.031, respectively.
Conversely, the proposed method enhanced the image while
preserving brightness as shown by the highest LD value. The
proposed method did not enhance existing noise, as indicated
by the highest PSNR value among the different methods.

Figures 5, 6, 7 also show how the FL method overen-
hanced the original images, resulting in brighter and unnat-
ural images. Our proposed method can be executed quite fast,
while preserving details and brightness.

The proposed method is analyzed using mixed-type
images to demonstrate its effectiveness in image enhance-
ment. A mixed-type image consists of underexposed (mostly
at the image background) and overexposed (mostly at the
image foreground) regions in a single image, as shown in

Figs. 8a, 9a, 10a, 11a, and 12a. Our goal is to enhance
the image without overenhancing the overexposed region
or underenhancing the underexposed region or both. Thus,
Figs. 8, 9, 10, 11, 12 are compared with other state-of-the-art
methods.

These figures show that the NINT and FOM techniques
underenchanced the original image and caused the processed
images to look darker than the original image. Both meth-
ods enhanced the foreground while producing a darker back-
ground. As a result, the enhanced images exhibit improved
contrast than the original image, which is also reflected in
their respective entropy values. However, both techniques
fail to maintain the mean brightness of the original image.
Thus, the enhanced images are unpleasant and unnatural to
look at. Both methods produced darker images, thus infor-
mation and details in the images were reduced.

Figures 8, 9, 10, 11, 12 show that the improvement
attained with the proposed technique results in a more pleas-
ing enhanced image compared with those produced using the
other techniques. The FRB and FL methods overenhanced
certain regions (foreground area) of the image because the
whole image was enhanced, but the underexposed and over-
exposed regions of the image were not considered. In addi-
tion, the FRB method caused intensity saturation at certain
regions of the image, resulting in additional noises caused
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Fig. 9 Comparison of enhancement results a original ‘Man 2’ image, b proposed method, c NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]

Fig. 10 Comparison of enhancement results a original ‘Woman 1’ image, b proposed method, c NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]
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Fig. 11 Comparison of enhancement results a original ‘Woman 2’ image, b proposed method, c NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]

Fig. 12 Comparison of enhancement results a original ‘Woman 3’ image, b proposed method, c NINT [1], d FOM [25], e FRB [13], f FL [30],
g FHE [12]
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Table 1 Comparison of average quantitative analysis for 100 images

Techniques t (s) PSNR E LD

Proposed method 0.181 39.543 7.560 0.999

NINT [1] 0.149 14.170 6.027 0.918

FQM [25] 0.146 17.13 4.778 0.868

FRB [13] 22.169 21.843 7.134 0.99

FL [30] 16.055 19.065 7.472 0.997

FHE [12] 0.035 37.971 7.330 0.991

by unnecessary saturation. This condition is also reflected in
the low PSNR values of the images.

The proposed technique is faster to execute and produces
a more pleasing image compared with the FRB and FL meth-
ods. This result happened because brightness was improved
accordingly with their respective regions (underexposed and
overexposed regions). The intensity in the underexposed
regions was increased using a modified sigmoid function in
the proposed approach, as presented in Eq. (7). By contrast,
the intensity in the overexposed regions was decreased by
the respective sigmoid function derived in Eq. (7). Therefore,
the dynamic range of the enhanced image is obtained, and
the mean luminance or brightness is preserved. The sigmoid
functions have avoided the intensity saturation problem, as
discussed in the previous section.

The resulting image from FHE approach has an overen-
hanced foreground, thus causing intensity saturation in cer-
tain images as shown in Figs. 10g and 11g. Although the
FHE approach is computationally fast, our proposed method
produces an enhanced image with better quality, as shown
by the quantitative values of LD, E , and PSNR.

The results of the quantitative analysis are given in Table 1,
wherein comparison is conducted based on the average val-
ues of processing time, PSNR, LD, and E obtained from
simulating 100 standard images. The best results obtained
for each analysis are presented in bold text. Table 1 indi-
cates that the proposed method gives the best performance,
in terms of the highest PSNR, and by exhibiting an LD close
to ‘1’. Therefore, the proposed method is better in preserv-
ing brightness. The entropy of the enhanced image resulting
from the proposed method also defeated those of other tech-
niques, thus indicating better contrast and detail preservation.
However, in terms of processing time, FHE is the fastest to
be executed because the image is treated as a mixed region
in which overexposed and underexposed regions are not
considered.

6 Conclusions

A new fuzzy enhancement technique is proposed for degra-
ded gray-scale images. The new enhancement approach

considers poor contrast and nonuniform illumination prob-
lems that often occur in a recorded image. A new parameter,
called the contrast factor, is proposed based on differences
in the gray-level values of pixels in the local neighborhood.
Improved image quality is obtained, and the proposed method
is able to preserve the details and the mean luminance of
the image. The proposed method defeats other methods in
terms of LD, detail preservation, and noise suppression. The
proposed algorithm has a comparably fast processing time
of approximately 181 ms. Thus, the proposed algorithm is a
suitable approach for real-time applications.

References

1. Hanmandlu, M., Jha, D., Sharma, R.: Color image enhancement
by fuzzy intensification. Pattern Recogn. Lett. 24(1–3), 81–87
(2003)

2. Behrman, R., Zamenhof, R., Blazo, K.: Evaluation of a commercial
mammography image-enhancement system. J. Digit. Imaging 2(3),
163–169 (1989). doi:10.1007/bf03168036

3. Chaira, T., Ray, A.K.: Fuzzy Image Processing and Applications
with MATLAB. CRC Press/Taylor & Francis, Boca Raton (2010)

4. Zadeh, L.A.: Outline of a new approach to the analysis of complex
systems and decision processes. Syst. Man Cybern. In: IEEE Trans.
SMC 3(1), 28–44 (1973)

5. Gonzalez, R.C., Woods, R.E.: Digital Image Processing. Pear-
son/Prentice Hall, Englewood Cliffs, NJ (2008)

6. Chen, Q., Xu, X., Sun, Q., Xia, D.: A solution to the deficiencies of
image enhancement. Signal Process. 90(1), 44–56 (2010). doi:10.
1016/j.sigpro.2009.05.015

7. ZhiYu, C., Abidi, B.R., Page, D.L., Abidi, M.A.: Gray-level group-
ing (GLG): an automatic method for optimized image contrast
enhancement—part II: the variations. Image Process. In: IEEE
Trans. 15(8), 2303–2314 (2006)

8. ZhiYu, C., Abidi, B.R., Page, D.L., Abidi, M.A.: Gray-level group-
ing (GLG): an automatic method for optimized image contrast
enhancement-part I: the basic method. Image Process. In: IEEE
Trans. 15(8), 2290–2302 (2006)

9. Chen, H.O., Kong, N.S.P., Ibrahim, H.: Bi-histogram equalization
with a plateau limit for digital image enhancement. Consum. Elec-
tron. In: IEEE Trans. 55(4), 2072–2080 (2009)

10. Chen, H.O., Mat Isa, N.A.: Quadrants dynamic histogram equaliza-
tion for contrast enhancement. Consum. Electron. In: IEEE Trans.
56(4), 2552–2559 (2010)

11. Avanaki, A.: Exact global histogram specification optimized for
structural similarity. Opt. Rev. 16(6), 613–621 (2009). doi:10.1007/
s10043-009-0119-z

12. Ibrahim, H., Kong, N.S.P.: Brightness preserving dynamic his-
togram equalization for image contrast enhancement. Consum.
Electron. In: IEEE Trans. 53(4), 1752–1758 (2007)

13. Sheet, D., Garud, H., Suveer, A., Mahadevappa, M., Chatterjee,
J.: Brightness preserving dynamic fuzzy histogram equalization.
Consum. Electron. In: IEEE Trans. 56(4), 2475–2480 (2010)

14. Bhutani, K.R., Battou, A.: An application of fuzzy relations to
image enhancement. Pattern Recogn. Lett. 16(9), 901–909 (1995)

15. Choi, Y., Krishnapuram, R.: A fuzzy-rule-based image enhance-
ment method for medical applications. In: Computer-Based Med-
ical Systems, 1995, Proceedings of the Eighth IEEE Symposium
on, 9–10 Jun 1995, pp. 75–80 (1995)

16. Young, S.C., Krishnapuram, R.: 1A robust approach to image
enhancement based on fuzzy logic. Image Process. In: IEEE Trans.
6(6), 808–825 (1997)

123

http://dx.doi.org/10.1007/bf03168036
http://dx.doi.org/10.1016/j.sigpro.2009.05.015
http://dx.doi.org/10.1016/j.sigpro.2009.05.015
http://dx.doi.org/10.1007/s10043-009-0119-z
http://dx.doi.org/10.1007/s10043-009-0119-z


SIViP (2014) 8:1591–1603 1603

17. Friedman, M., Schneider, M., Kandel, A.: The use of weighted
fuzzy expected value (WFEV) in fuzzy expert systems. Fuzzy Sets
Syst. 31(1), 37–45 (1989)

18. Hanmandlu, M., Tandon, S.N., Mir, A.H.: A new fuzzy logic based
image enhancement. Biomed. Sci. Instrum. 33, 590–595 (1997)

19. Tizhoosh, H.R., Krell, G., Michaelis, B.: &lambda;-enhancement:
contrast adaptation based on optimization of image fuzziness. In:
Fuzzy Systems Proceedings, 1998. IEEE World Congress on Com-
putational Intelligence., The 1998 IEEE International Conference
on, 4–9 May 1998, vol. 1542, pp. 1548–1553 (1998)

20. Vlachos, I., Sergiadis, G., Melin, P., Castillo, O., Aguilar, L.,
Kacprzyk, J., Pedrycz, W.: The role of entropy in intuitionistic
fuzzy contrast enhancement foundations of fuzzy logic and soft
computing. In: Lecture Notes in Computer Science, vol. 4529, pp.
104–113. Springer, Berlin (2007)

21. Vlachos, I.K., Sergiadis, G.D.: Parametric indices of fuzziness for
automated image enhancement. Fuzzy Sets Syst. 157(8), 1126–
1138 (2006)

22. Vlachos, I.K., Sergiadis, G.D.: Intuitionistic fuzzy information—
applications to pattern recognition. Pattern Recogn. Lett. 28(2),
197–206 (2007)

23. Cheng, H.D., Chen, J.R.: Automatically determine the membership
function based on the maximum entropy principle. Inf. Sci. 96(3–
4), 163–182 (1997). doi:10.1016/s0020-0255(96)00141-7

24. Pal, S.K.: A note on the quantitative measure of image enhance-
ment through fuzziness. Pattern Anal. Mach. Intell. In: IEEE Trans.
PAMI 4(2), 204–208 (1982)

25. Nieradka, G., Butkiewicz, B., Melin, P., Castillo, O., Aguilar, L.,
Kacprzyk, J., Pedrycz, W.: A method for automatic membership
function estimation based on fuzzy measures foundations of fuzzy
logic and soft computing. In: Lecture Notes in Computer Science,
vol. 4529, pp. 451–460. Springer, Berlin (2007)

26. Hanmandlu, M., Verma, O.P., Kumar, N.K., Kulkarni, M.: A novel
optimal fuzzy system for color image enhancement using bacterial
foraging. Instrum. Meas. In: IEEE Trans. 58(8), 2867–2879 (2009)

27. Hanmandlu, M., Jha, D.: An optimal fuzzy system for color image
enhancement. Image Process. In: IEEE Trans. 15(10), 2956–2966
(2006)

28. Verma, O.P., Kumar, P., Hanmandlu, M., Chhabra, S.: High
dynamic range optimal fuzzy color image enhancement using artifi-
cial ant colony system. Appl. Soft Comput. 12(1), 394–404 (2012).
doi:10.1016/j.asoc.2011.08.033

29. Wang, L., Wei, L.-Y., Zhou, K., Guo, B., Shum H.Y.: High dynamic
range image hallucination’. In: EGSR 2007. European Association
for Computer Graphics (2007)

30. Li, G., Tong, Y., Xiao, X.: Adaptive fuzzy enhancement algorithm
of surface image based on local discrimination via grey entropy.
Procedia Eng. 15, 1590–1594 (2011)

31. Cheng, H.D., Xu, H.: A novel fuzzy logic approach to mammogram
contrast enhancement. Inf. Sci. 148(1–4), 167–184 (2002)

32. Vorobel, R., Berehulyak, O., Rutkowski, L., Tadeusiewicz, R.,
Zadeh, L., Zurada, J.: Gray image contrast enhancement by optimal
fuzzy transformation artificial intelligence and soft computing—
ICAISC 2006. In: Lecture Notes in Computer Science, vol. 4029,
pp. 860–869. Springer, Berlin (2006)

33. Farbiz, F., Menhaj, M.B., Motamedi, S.A., Hagan, M.T.: A new
fuzzy logic filter for image enhancement. Syst. Man Cybern. Part
B Cybern. In: IEEE Trans. 30(1), 110–119 (2000)

34. Rongjiang, P., Xiangxu, M.: A method of local enhancement based
on fuzzy set theory. In: Intelligent Control and Automation, 2000.
Proceedings of the 3rd World Congress on, 2000, vol. 1753, pp.
1751–1753 (2000)

35. Computational Vision Group: Computational Vision Archive
(Faces). http://www.vision.caltech.edu/html-files/archive.html
(1999)

36. Piegat, A.: Fuzzy Modeling and Control. Physica-Verlag,
Wurzburg (Wien) (2001)

37. Zhou, W., Bovik, A.C.: A universal image quality index. Signal
Process. Lett. In: IEEE 9(3), 81–84 (2002)

123

http://dx.doi.org/10.1016/s0020-0255(96)00141-7
http://dx.doi.org/10.1016/j.asoc.2011.08.033
http://www.vision.caltech.edu/html-files/archive.html

	Adaptive fuzzy contrast factor enhancement technique  for low contrast and nonuniform illumination images
	Abstract 
	1 Introduction
	2 Related works
	3 Image classification based on contrast factor
	4 Image fuzzification, enhancement and deffuzification
	5 Results and discussions
	6 Conclusions
	References


