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Abstract The way a person is moving his/her head and
facial parts (such as the movements of the mouth when a
person is talking) defines so called facial dynamics and char-
acterizes personal behaviors. An emerging direction in auto-
matic face analysis consists of also using such dynamic cues,
in addition to facial structure, in order to enhance the per-
formance of static image-based methods. This is inspired
by psychophysical and neural studies indicating that behav-
ioral characteristics do also provide valuable information to
face analysis in the human visual system. This survey article
presents the motivations, reviews the recent developments
and discusses several other important issues related to the
use of facial dynamics in computer vision. As a case study
of using facial dynamics, two LBP-based baseline methods
are considered and experimental results in different face-
related problems, including face recognition, gender recogni-
tion, age estimation and ethnicity classification are reported
and discussed. Furthermore, remaining challenges are high-
lighted and some promising directions are pointed out.

Keywords Facial dynamics · Biometrics · Spatio-temporal
analysis · Behavioral features · Local binary patterns

1 Introduction

Though there has been a great deal of progress in face analysis
in the last decade, many problems remain unsolved especially
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when dealing with illumination changes, aging, pose varia-
tions, low-image quality and occlusion [31,57]. To enhance
the performance of the existing systems, a recent direction in
automatic face analysis consists of using facial dynamics (the
way a person is talking and moving his/her facial features,
see an example of mouth movements in Fig. 1) in addition
to facial structure. This emerging direction is motivated by
psychophysical and neural studies (e.g., [4,19,24,46]) which
indicate that, in addition to facial structure, behavioral char-
acteristics do also provide valuable information to face anal-
ysis in the human visual system (HVS). This article looks
then at the developments related to the use of facial dynam-
ics by discussing and reviewing existing works. As a case
study of using facial dynamics, baseline methods using local
binary patterns (LBP) [45] are considered and experimen-
tal results in different face-related problems, including face
recognition, gender recognition, age estimation and ethnic-
ity classification are reported and discussed. Furthermore,
remaining challenges are highlighted and some promising
directions are pointed out.

Basically, face analysis from videos can be approached
using two different strategies, depending on whether the
temporal information is used or not. The most straightfor-
ward strategy applies still image-based techniques to some
selected (or all) frames and then fuses the results over the
sequence using for example majority voting or the weighted
summation rule. Obviously, this kind of methods only
exploits the abundance of frames and thus ignores the tem-
poral information (i.e., the correlation between the frames).
In contrast, the emerging strategy consists of encoding both
structural and temporal information for combining facial
appearance and motion. This is probably a more efficient
but also a more challenging approach. Our present article
focuses then on this latter category of methods which aim to
exploit the temporal information in the face video sequences.
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Fig. 1 Frames from two video sequences of two different persons
uttering the same world “Hello”, thus showing the movements around
of the lip regions. In addition of being speech dependent, the lip move-
ments are also person dependent as they convey personal characteristics

It appears that all earlier surveys on face analysis were
mainly focused on still images or image sequences (e.g.,
[6,5,10,20,37,51,55,57]). However, during the recent years,
the use of facial dynamics has gained an increased interest
and this can be attested by the appearance of several special
issues in journals (e.g., seeing faces in video by computers,
Image and Vision Computing, 2006) and the organization of
many competitions in major international conferences (such
as the competition on face recognition from stills and video
at ICB 2009) devoted to face analysis from videos. To this
adds many other evaluations e.g., aiming at retrieving par-
ticular faces in videos (such as in TREC Video Retrieval
Evaluation). All these developments have motivated us to
provide the reader with this first review particularly devoted
to dynamic face analysis, thus complementing the existing
surveys. The aim of this article is not only to discuss the
recent advances in dynamic face analysis but also to help uni-
fying the efforts toward the development of adequate tools,
protocols and databases for evaluating and monitoring the
progress in dynamic face analysis. This article also aims at
opening a debate on new opportunities and new challenges
in the area.

The rest of this paper is organized as follows. Sec-
tion 2 summarizes the main findings in psychophysics and
neuroscience related to the importance of facial dynam-
ics in the human visual system and which have direct rel-
evance to research on automatic face analysis. Section 3
reviews some recent work attempting to combine facial
appearance and dynamics for face analysis from videos.
In Sect. 4, just of illustration, we describe two baseline
approaches to analyze the combination of facial structure
and dynamics for face analysis from videos. The first
approach is using only static images and thus ignoring
the facial dynamics while the second approach uses spa-
tiotemporal representation thus combining facial structure
and dynamics. We summarize the obtained experimen-
tal results in various face-related tasks. Then, we high-
light some remaining challenges and point out promising
directions in Sect. 5. Finally, a conclusion is drawn in
Sect. 6.

2 Psychophysics of dynamic face perception

Psychological and neural studies [4,19,24,46] indicate that
when people talk their changing facial expressions and head
movements provide a dynamic cue for face and gender
analysis. Therefore, both fixed facial features and dynamic
personal characteristics are used in the human visual system
to recognize and analyze faces. Among the main findings
related to the importance of facial dynamics in the human
visual system and which have direct relevance to research on
automatic face analysis are: (a) both static and dynamic facial
information are useful for face recognition and analysis; (b)
people rely primarily on static information because facial
dynamics provide less accurate identification information
than static facial structure; (c) dynamic information contrib-
utes more to recognition under a variety of degraded viewing
conditions (such as poor illumination, low-image resolution,
recognition from distance etc.); (d) facial motion is learned
more slowly than static facial structure; (e) recognition of
familiar faces is better when they are shown as an animated
sequence than as a set of multiple frames without animation.
However, for unfamiliar faces, the moving sequence does not
provide more useful information than multiple static images;
(f) facial movement (i.e., dynamics) helps the discrimination
between men and women; and (g) facial movement is funda-
mental to the recognition of facial expressions as analyzing
an animated sequence produces more accurate results than
what a collection of static images may result.

How can we interpret and exploit these findings to enhance
the performance of automatic face analysis systems? A pos-
sible indication from the statements in (a), (c), (f) and (g) is
that motion is a useful cue to enhance the performance of
static image-based systems. Importantly, the usefulness of
the motion cue increases as the viewing conditions deterio-
rate (statement (c)). Such an environment is often encoun-
tered in video surveillance and access control applications.
Thus, an automatic recognition system should exploit both
dynamic and static information. From the evidence in (d),
one can interpret that facial motion is more challenging to
learn and use than the face structure. Thus, a laborious train-
ing might be necessary as we move from physiological traits
to behavioral ones.

3 Use of facial dynamics in face biometrics

Despite the evidences from psychophysics and neuroscience
which indicate that facial movements can provide valuable
information to gender classification and face recognition,
only recently have researchers started to pay an important
attention to the use of the facial dynamics in automatic face
analysis (e.g. [29,32,34,58,60]). Unsurprisingly, the facial
expression recognition problem has attained the most atten-
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tion and efforts in combining facial structure and motion.
This is due to the fact that facial expressions (happiness,
sadness, fear, disgust, surprise and anger) are generated by
contractions of facial muscles which result in temporally
deformed facial features such as eye lids, lips and skin
texture. Hidden Markov Models and optical flow algorithms
are commonly used to determine the facial expression by
modeling the dynamics of facial actions caused by skin and
facial feature deformation. Complete surveys on the large
number of works on facial expression recognition can be
found in [10,47]. Since the role of facial dynamics in facial
expression recognition is quite obvious and well studied, we
focus in this article on studying the use of facial dynamics
in less obvious problems such as face recognition, gender
classification and age categorization.

In gender recognition, among the most notable results
to date are those obtained by Moghaddam and Yang [42],
and also by Baluja and Rowley [3]. Moghaddam and Yang
used raw pixels as inputs to support vector machines and
achieved a classification rate of 96.6% on FERET database
of images scaled to 12 × 21 pixels [42]. Comparable accu-
racy but at a higher speed was also reported by Baluja and
Rowley who used AdaBoost to combine weak classifiers,
constructed using simple pixel comparisons, into a single
strong classifier [3]. Note that both approaches are based
on static images and assume well-aligned faces. However,
in many real applications input data generally consists of
video sequences and it is not always obvious to hold the
face alignment assumption. One way to enhance then the
performance of gender classification techniques in such envi-
ronments is to design multi-modal systems combining dif-
ferent cues such as face, gait, facial dynamics and voice. For
instance, Shan et al. investigated the fusion of face and gait at
feature level and obtained performance increase when com-
bining the two cues [53]. Naturally, in some applications such
as in human–machine interaction, the gait information may
not be available. While some researchers have also investi-
gated the combination of face and voice, surprisingly very
few works have addressed the combination of face appear-
ance and facial dynamics to gender classification, despite the
psychophysical studies which state that facial motion can
help the discrimination between men and women [19]. Very
recently, Hadid and Pietikäinen proposed a spatiotemporal
approach to combine facial appearance and dynamics to gen-
der recognition from videos, yielding interesting preliminary
results [16]. The experiments showed that the combination of
motion and appearance was only useful for gender analysis of
familiar faces while, for unfamiliar faces, motion seemed to
not provide discriminative information. In [38], Matta et al.
have also explored the use of head and mouth motions in
combination with facial appearance for gender recognition.
Experiments on a relatively small database containing 208
video sequences of 13 different persons, showed some per-

formance enhancement when integrating the motion infor-
mation compared to the use of only facial appearance.

In contrast to other facial analysis tasks, automatic age
range classification (called also age estimation or age classi-
fication) has rarely been explored, despite its vast potential
applications. For instance, automatic age estimator can be
very useful in smart environments where the system should
adapt to the users whose behaviors and preferences are dif-
ferent at different ages. Among the few works on age esti-
mation, yet based only on static images, are those of Lanitis
et al. [26] and Geng et al. [13]. Lanitis et al. used a sim-
ple quadratic aging function to model the relation between
face and age, while Geng et al. modeled the sequence of
a particular individual’s face images sorted in time order
by a subspace in which unseen faces are then projected
for age estimation. Unfortunately, due to its challenging
nature and lack of clear psychophysical evidences, no work
has yet clearly addressed the use of facial dynamics in age
classification.

In face recognition, there have been many attempts to
exploit the facial dynamics. Perhaps, the most popular
approach to model temporal and spatial information is based
on the hidden Markov models (HMM) which have been
applied to face recognition from videos e.g., in [34]. The prin-
ciple of using HMMs for dynamic face recognition is quite
simple: during the training phase, an HMM is created to learn
both the statistics and temporal dynamics of each individual.
During the recognition process, the temporal characteristic
of the face sequence is analyzed over time by the HMM cor-
responding to each subject. The likelihood scores provided
by the HMMs are compared. The highest score provides the
identity of a face in the video sequence.

In the following, we review in more details the main
attempts to explore the use of facial dynamics for face rec-
ognition from videos.

3.1 Hidden Markov models

Hidden Markov models are powerful tools to model temporal
motion information. For instance, they have been success-
fully used in speech recognition, gesture and facial expres-
sion recognition. In [21], Huang and Trivedi were among
the first to adopt them for modeling the temporal motion
information in the video sequences for dynamic face recog-
nition. However, the authors employed HMMs with a single
state and a single Gaussian component which is equivalent
to using a single multidimensional Gaussian approximation.
In such a configuration, the temporal correlation is unfortu-
nately not adequately exploited.

Later, Liu and Cheng [34] extended the work of Huang and
Trivedi by successfully applying HMMs for temporal face
video recognition. To avoid singularities on the estimation of
the covariance matrices, Liu and Cheng modified the training
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algorithm as follows: each covariance matrix was gradually
adapted from a global diagonal one (a general model) by
using its class-dependent data. Liu and Cheng also proposed
an online version of their recognition system, by implement-
ing an adaptive strategy for the HMMs. More precisely, each
test sequence successfully recognized was used to update
the model parameters of the client in question, by applying a
maximum a posteriori (MAP) adaptation technique. In order
to discard miss-classified testing videos, the likelihood differ-
ence values were used as confidence measures. In conclusion,
the system exploiting adaptive HMMs performed better than
the one without adaptation, and both obtained higher rec-
ognition scores than the eigenface approach with majority
voting.

Recently, Tistarelli et al. have also adopted an HMM-
based approach to capture both the face appearance and the
face dynamics for face recognition from videos [54]. The
authors proposed a multidimensional extension of HMMs,
called Pseudo Hierarchical HMM, in which the emission
probability of each state is represented by another HMM,
while the number of states is determined from the data
by unsupervised clustering of facial motion in the video.
The method was tested on a limited homemade database
of 21 subjects, showing encouraging performance com-
pared to PCA and other static image-based methods using
HMMs.

3.2 Discriminant analysis on facial optical flow

In [7], Chen et al. explored dynamic face recognition by
considering the optical flow of the facial movements as
a biometric cue for person recognition from video. The
algorithm applies the Fisherface method on facial motion.
For each video, it firstly calculates a sequence of optical
flow fields and subsequently concatenates them (frame by
frame) to form a unique high-dimensional vector. Then,
the motion vectors are projected into a discriminative fea-
ture subspace, obtained by applying PCA and LDA on
the training data set. Finally, the system recognizes iden-
tities using a nearest neighbor classifier. Under illumina-
tion changes, the experiments showed better recognition
performance compared to the original Fisherface approach.
However, temporal segmentation and video chunk normali-
zation were not explicitly addressed by the authors, assum-
ing having sequences of commensurate facial motion. Every
frame was also semiautomatically preprocessed before the
optical flow computation, in order to align and normal-
ize the head size and location. Furthermore, only the low-
est half of optical flow fields was used to extract features
for recognition, so that these were mostly related to mouth
motion.

3.3 Stochastic tracking and recognition through particle
filtering

Stochastic tracking and recognition approaches are based
on a unified probabilistic framework, in which individuals
are simultaneously tracked and recognized by estimating the
posterior probability density function of a time series state
space model (TSSSM). Tracking is formulated as a Bayesian
inference problem, and it is solved as a probability density
propagation problem (due to the temporal nature of track-
ing itself). Recognition is obtained by applying the MAP
rule on the posterior probabilities. A TSSSM with nonlin-
ear dynamics and non-Gaussian noise model is generally
adopted. Its state and probability estimations are numerically
computed using sequential Monte Carlo methods [9,33], and
more particularly the sequential importance sampling (SIS)
algorithm.

In [30], Li and Chellappa were the first to develop a generic
approach for stochastic tracking and verification using parti-
cle filtering. They implemented a simplified TSSSM with no
identity variable, in which only the tracking motion vector
was estimated and propagated. They also proposed two facial
representations for the observations: the common intensity
images of the face, and an EGM (elastic graph matching)
based representation of the facial landmarks.

Then, Zhou et al. [61] improved the approach of Li and
Chellappa by including both the tracking motion vector
and the identity variable in the TSSSM. They also intro-
duced a new observation likelihood by explicitly modeling
the appearance changes within videos using a truncated
Laplacian and the intrapersonal appearance variations using
a probabilistic subspace density, proposed by Moghaddam
[41]. More interestingly, the authors have also developed a
probabilistic learning approach to automatically build user
models from video frames. During the enrollment phase,
the algorithm incrementally selected exemplar frames of an
individual and used them as mixture centers of a probabi-
listic distribution for that client. In the recognition phase,
they modified the TSSSM and the observation likelihood
accordingly, by adding the exemplar variable in the state
space model. The authors obtained very good identification
rates on the small (29 subjects) motion of body video data-
base [14].

Later, Zhou et al. [59] refined their previous approach by
deriving an adaptive version. They modified the observation
likelihood by modeling the appearance changes within vid-
eos using an adaptive appearance model, the intra and inter
personal appearance variations using a probabilistic subspace
density [41], and up weighting frontal view frames using
another probabilistic subspace density. Then, the authors
proposed an adaptive motion model, which consisted of an
adaptive velocity model (predicted using a first-order lin-
ear approximation), an adaptive noise component (function

123



SIViP (2011) 5:495–506 499

of the prediction error) and an adaptive number of particles
(in the SIS algorithm). Moreover, they included an occlu-
sion handling technique based on robust statistics, which
stopped the automatic adaptations during occluded frames.
The approach yielded in best performance compared to all
earlier stochastic methods on the motion of body video
database [14].

3.4 Tracking and recognition using probabilistic
appearance manifolds

Tracking and recognition have often been considered as two
independent components of video-based person recognition
systems. However, many recent works have proposed to inte-
grate these two tasks into a single framework as shown above
with the use of TSSSM. An alternative to simultaneously
track and recognize individuals is the probabilistic appear-
ance manifold approach [28] which is an extension to video
tracking and recognition of the concept of appearance man-
ifold, introduced by Murase and Nayar [43]. For instance,
in [28], Lee et al. developed a probabilistic appearance mani-
fold approach for person tracking and recognition from video
sequences. The authors applied Bayesian inference to include
the temporal coherence of human motion in the distance cal-
culation. They replaced the conditional probability by using
the joint conditional probabilities, which were recursively
estimated using the transitions between sub-manifolds. In
experiments using a small database of 20 individuals, the
approach outperformed many conventional image-based rec-
ognition techniques and other approaches without tempo-
ral coherence. The system was also able to detect identity
changes and to handle large pose variations.

3.5 Gaussian mixture modeling on unconstrained head
motion

In [35], Matta and Dugelay explored the use of head and
facial motion for person recognition from video sequences.
They presented a person recognition system that exploited the
unconstrained head motion information extracted by tracking
a few facial landmarks in the image plane. In particular, each
video sequence was firstly preprocessed by semiautomati-
cally detecting the face which was then automatically tracked
by following a few facial landmarks over time using a tem-
plate matching strategy. Then, the extracted patterns were
geometrically normalized in order to calculate discrimina-
tive feature vectors, which were successively used to esti-
mate the client models through a Gaussian mixture model
(GMM) approximation. Person identification and verifica-
tion were finally performed by applying the probability the-
ory and the Bayesian decision rule (also called Bayesian
inference).

Afterwards, Matta et al. proposed a multimodal extension
of their person recognition system [36,50]. They successfully
integrated the head motion information with mouth motion
and facial appearance, by taking advantage of a unified prob-
abilistic framework. The authors developed a new temporal
subsystem that had an extended feature space enriched by
additional mouth parameters [50]. They also introduced a
complementary spatial subsystem based on a probabilistic
extension of the original eigenface approach [36]. In the end,
Matta et al. derived an integration scheme to combine the
similarity scores of the two parallel subsystems using opti-
mal score fusion strategy [36]. The authors reported very
good results on a limited homemade database called The Ital-
ian TV speakers video database (see Sect. 5.1 for database
description).

3.6 Volumetric features for combining motion
and appearance

Recent developments also showed that volumetric features
can be use to encode both facial motion and appear-
ance [17,56]. The idea is to consider a face video sequence
as a rectangular prism from which volumetric primitives can
be collected into a histogram representing the appearance
and motion of the face in the video sequence. Following
these lines, Hadid and Pietikäinen explored a volume local
LBP-based spatiotemporal representation for face recogni-
tion from videos with very good results [17]. Starting from
the observation that the volumetric features consist of both
intra and extra-personal information (corresponding to both
facial expression and identity), they proposed a robust rec-
ognition system using AdaBoost learning. The idea was to
classify the volumetric facial patterns into intra and extra
classes, and then use only the extra-class features for rec-
ognition. Experiments on MoBo video face database [14]
showed significant increase in the recognition rates compared
to many static image-based methods. The principle of using
volumetric features for combining motion and appearance
for dynamic face recognition is further detailed in Sect. 4.2.

4 Case study: experimental analysis on encoding facial
dynamics using local binary patterns and SVMs

To gain insight into the use of facial dynamics, two base-
line approaches based on LBP features [45] and support
vector machines (SVM) are implemented and discussed in
this section. The first approach is using only static images
and thus ignoring the facial dynamics while the second
approach uses spatiotemporal representation thus combin-
ing facial structure and dynamics. The aim of the experi-
ments is to evaluate the benefit of incorporating the facial
dynamics. The choice of adopting LBP approach [45] is
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motivated by the recent success of using it for combin-
ing appearance and motion for face and facial expression
recognition [17,56] and also for dynamic texture rec-
ognition [56]. We describe below the two experimental
approaches and then report the experimental results on face
recognition, gender classification, age estimation and ethnic-
ity classification.

4.1 Static image-based approach using LBP

The LBP texture analysis operator, introduced by Ojala et al.
[44,45], is defined as a grayscale invariant texture measure,
derived from a general definition of texture in a local neigh-
borhood. It is a powerful means of texture description and
among its properties in real-world applications are its dis-
criminative power, computational simplicity and tolerance
against monotonic grayscale changes caused, e.g., by illu-
mination variations. LBP can be efficiently used for repre-
senting and analyzing faces in both still images and video
sequences [2,17,56].

The original LBP operator forms labels for the image pix-
els by thresholding the 3×3 neighborhood of each pixel with
the center value and considering the result as a binary num-
ber. The histogram of these 28 = 256 different labels can
then be used as a texture descriptor. Each bin (LBP code)
can be regarded as a micro-texton. Local primitives which
are codified by these bins include different types of curved
edges, spots, flat areas etc. The calculation of the LBP codes
can be easily done in a single scan through the image. The
value of the LBP code of a pixel (xc, yc) is given by:

LBPP,R =
P−1∑

p=0

s(gp − gc)2
p (1)

where gc corresponds to the gray value of the center pixel
(xc, yc), gp refers to gray values of P equally spaced pixels
on a circle of radius R, and s defines a thresholding function
as follows:

s(x) =
{

1, if x ≥ 0;
0, otherwise.

(2)

The occurrences of the LBP codes in the image are collected
into a histogram. The classification is then performed by com-
puting histogram similarities. For an efficient representation,
facial images are first divided into several local regions from
which LBP histograms are extracted and concatenated into
an enhanced feature histogram. Figure 2 shows an example
of an LBP-based facial representation. In such a description,
the face is represented in three different levels of locality:
the LBP labels for the histogram contain information about
the patterns on a pixel level, the labels are summed over a
small region to produce information on a regional level and
the regional histograms are concatenated to build a global

Fig. 2 Example of an LBP-based facial representation

description of the face. This locality property, in addition to
the computational simplicity and tolerance against illumina-
tion changes, are behind the success of LBP approach for
facial image analysis [2].

Given a target face video sequence, a straightforward
approach to perform recognition or classification is to ana-
lyze each frame and then combine the results through major-
ity voting which consists of determining the gender (or age or
identity) in every frame and then fusing the results. Therefore,
each facial image (frame) is divided into several local regions
from which LBP histograms are extracted and concatenated
into an enhanced feature histogram. Then, the results are
presented to an SVM classifier for recognition. Finally, the
recognition scores over the face sequence are fused using
majority voting. In such an approach, only static information
is used while the facial dynamics are discarded.

4.2 Spatiotemporal-based approach using volume LBP

For spatiotemporal representation, volume LBP (VLBP)
operator has been introduced in [56] and successfully used
for combining appearance and motion for face and facial
expression recognition [17,56] and also for dynamic texture
recognition [56]. The idea behind VLBP is very simple. It
consists of looking at a face sequence as a rectangular prism
(or volume) and defining the neighborhood of each pixel in
three-dimensional space (X, Y, T ) where X and Y denote
the spatial coordinates and T denotes the frame index (time).
Then, similarly to LBP in spatial domain, volume textons can
be defined and extracted into histograms. Therefore, VLBP
combines structure and motion together to describe the mov-
ing faces. Figure 3 explains the principle of rectangular prism
and shows an example of VLBP based representation of a
face sequence.

Once the neighborhood function is defined, each face
sequence can be divided into several overlapping rect-
angular prisms of different sizes, from which local his-
tograms of VLBP code occurrences are extracted. Then,
instead of simply concatenating the local histograms into
a single histogram, AdaBoost learning algorithm [12] is
adopted for automatically determining the optimal size

123



SIViP (2011) 5:495–506 501

Fig. 3 Example of a VLBP-based representation of a face sequence

and locations of the local rectangular prisms, and more
importantly for selecting the most discriminative VLBP
patterns for classification while discarding the features
which may hinder the classification process. So, to com-
bine facial structure and dynamics, VLBP features are
firstly extracted from the face sequences and feature selec-
tion is performed using AdaBoost. The result is then
fed to an SVM for classification. In such an approach,
both static facial information and facial dynamics are
used.

4.3 Experiments on face recognition

The two experimental approaches are first applied to the
problem of face recognition from videos. In order to exper-
iment with a large amount of facial dynamics, resulted for
example from the movements of the facial features when
the individuals are talking, CRIM video database [8] is con-
sidered. This is large set of 591 face sequences showing
20 persons reading broadcast news for a total of about 5 h.
The database is originally collected for audio–visual recog-
nition. There are between 23 and 47 video sequences for
each individual. The size of the extracted face images is
130 × 150 pixels. Half of the face sequences of each sub-
ject is randomly selected for training while the other half is
used for testing. We report the average recognition rates of
100 random permutations. The performances of both static
image-based and spatiotemporal-based approaches on CRIM
video database are shown in Table 1. From the results, we
can notice that the spatiotemporal based method (i.e., com-
bination of face structure and dynamics) significantly out-
performs the static image-based method (i.e., using only
facial structure). The better performance of the spatiotem-
poral method is in agreement with the neuropsychological
evidence [46] stating that facial dynamics are useful for face
recognition.

4.4 Experiments on gender recognition

Determining whether the person whose face is in the given
video is a man or a woman is useful for many applica-

Table 1 Average face recognition rates using static image-based and
spatiotemporal-based approaches on CRIM video database [8]

Method Average face recognition rate

Static image-based approach 93.3%

Spatiotemporal-based approach 98.1%

tions such as more affective human–machine interaction,
restricting access to certain areas based on gender, collecting
demographic information in public places, counting the num-
ber of women entering a retail store and so on. Similarly to the
face recognition experiments, the static image-based and the
spatiotemporal-based approaches are adapted and applied
to the problem of gender recognition from videos. Three
different publicly available video face databases (namely
CRIM [8], VidTIMIT [52] and Cohn-Kanade [22]) are con-
sidered. They contain a balanced number of male’s and
female’s sequences and include several subjects moving their
facial features by uttering phrases, reading broadcast news or
expressing emotions. The datasets are randomly segmented
to extract over 4,000 video shots of 15–300 frames each.
From each shot or sequence, the eye positions are auto-
matically detected from the first frame. The determined eye
positions are then used to crop the facial area in the whole
sequence. Finally, the resulted images are scaled into 40×40
pixels. For evaluation, a fivefold cross validation test scheme
is adopted by dividing the 4,000 sequences into five groups
and using the data from four groups for training and the left
group for testing. This process is repeated five times and
we report the average classification rates. When dividing the
data into training and test sets, we explicitly considered two
scenarios. In the first one, a same person may appear in both
training and test sets with face sequences completely differ-
ent in the two sets due to facial expression, lighting, facial
pose etc. The goal of this scenario is to analyze the perfor-
mance of the methods in determining the gender of famil-
iar persons seen under different conditions. In the second
scenario, the test set consists only of persons who are not
included in the training sets. This is equivalent to train the
system on one or more databases and then do evaluation on
other (different) databases. The goal of this scenario is to
test the generalization ability of the methods to determine
the gender of unseen persons.

Table 2 summarizes the gender classification results using
the two approaches (static image based and spatiotemporal
based) in both scenarios (familiar and unfamiliar). We can
notice that both methods gave better results with familiar
faces than unfamiliar ones. This is not surprising and can
be explained by the fact that perhaps the methods did not
rely only on gender features for classification but may also
exploited information about face identity. For familiar faces,
the combination of facial structure and dynamics yielded in
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Table 2 Gender classification results on test videos of familiar and
unfamiliar subjects using static image-based and spatiotemporal-based
methods

Method Gender classification rate

Familiar subjects Unfamiliar subjects

Static image-based 94.4% 90.6%

Spatiotemporal-based 100% 82.9%

perfect classification rate of 100%. This proves that the sys-
tem succeeded in learning and recognizing the facial behav-
iors of the subjects even under different conditions of facial
expression, lighting and facial pose. For unfamiliar faces,
the combination of facial structure and dynamics yielded in
classification rate of about 83% which is still encouraging
although the best result for unfamiliar faces is obtained using
the static image-based approach (without facial dynamics).
This may indicate that incorporating motion information with
facial appearance was useful for only familiar faces but not
with unfamiliar ones. More detailed experiments and results
can be found in [15].

4.5 Experiments on age estimation

Automatic age estimation (or classification) aims at
determining the age range of a target face. This is a very
challenging problem but also a very useful application. To
study whether facial dynamics may enhance the automatic
age estimation performance, a set of experiments using
the static image-based and spatiotemporal-based approaches
is performed. Five age classes are considered as follows:
child=0–9 years old; youth=10–19; adult=20–39; middle
age=40–59 and elderly=above 60. Then, a novel classi-
fication scheme based on a tree of four SVM classifiers is
built. The first SVM classifier is trained to learn the dis-
crimination between child class and the rest. If the target
face is assigned into the child category, then the classifi-
cation is completed. Otherwise, the second SVM classifier is
examined to decide whether the face belongs to the Youth
category or not. If not, the third SVM is examined and so on.

The static image-based and spatiotemporal-based app-
roaches are applied to age estimation from videos. For
evaluation, a set of video sequences (mainly showing celeb-
rities giving speeches in TV programs and News) is collected
from Internet. The videos of unknown individuals (especially
children), are manually labeled using our (human) percep-
tion of age. Then, the videos are randomly segmented to
extract about 2,000 video shots of about 300 frames each. In
the experiments, we adopted a tenfold cross validation test
scheme by dividing the 2,000 sequences into 10 groups and
using the data from 9 groups for training and the left group

Table 3 Average age classification rates

Method Average age classification rate

Static image-based approach 77.4%

Spatiotemporal-based approach 69.2%

Table 4 Average ethnicity classification rates using static image-based
and spatiotemporal-based approaches

Method Ethnicity classification rate

Static image-based approach 97.0%

Spatiotemporal-based approach 99.2%

for testing. We repeated this process 10 times and we report
the average classification rates.

The performances of both static image-based and
spatiotemporal-based approaches are shown in Table 3. From
the results, we can notice that both methods did not perform
very well and this somehow confirms the difficulty of the
age estimation problem. Interestingly, the static information
based method significantly outperformed the spatiotemporal
based method (i.e., combination of face structure and dynam-
ics). This might be an indication that facial dynamics is not
useful for age estimation. However, due to the challenging
nature of the age estimation problem, it is perhaps too early to
make such a conclusion and more investigations are needed
to study the integration of facial dynamics and facial structure
for age estimation.

4.6 Experiments on ethnicity classification
(Asian vs. non-Asian)

Similarly to the previous experiments on gender recognition,
the two experimental approaches are also applied to ethnicity
classification from videos. Because of lack of ground truth
data for training, only two ethnic classes (namely Asian and
non-Asian) are considered. The same set of 2,000 video shots
previously used in the experiments on age estimation is also
considered here for ethnicity classification tests. A manual
labeling yielded in 81% of non-Asian and 19% of Asian data
samples (i.e., video shots). For evaluation, we also adopted
a fivefold cross validation test scheme.

The performances of both static image-based and
spatiotemporal-based approaches are shown in Table 4.
From the results, we can notice that both approaches per-
form quite very well but the spatiotemporal-based method
(i.e., combination of face structure and dynamics) slightly
outperforms the static image-based method (using only facial
structure). This is somehow surprising because one may
not expect better results using spatiotemporal methods for
ethnicity classification.
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4.7 Discussion

To gain insight into the use facial dynamics in face biometrics,
we considered two approaches to face analysis from vid-
eos using LBP features and SVMs, and reported prelim-
inary experimental results on several problems including
face recognition, gender classification, age estimation and
ethnicity determination. The experiments results on face
recognition showed that the spatiotemporal-based method
significantly outperforms the static image-based method.
This is somehow in agreement with the neuropsychologi-
cal evidence [46] stating that facial dynamics are useful for
face recognition. The experiments on age estimation pointed
out that combining face structure and dynamics does not
enhance the performance of static image-based automatic
systems. Our experiments also showed that incorporating
motion information with facial appearance for gender classi-
fication might be only useful for familiar faces but not with
unfamiliar ones (while the psychological and neural stud-
ies indicated that facial movements do contribute to gender
classification in the HVS). Finally, our experiments on the
ethnicity classification problem yielded in quite surprising
results indicating some relative usefulness of facial dynam-
ics in ethnicity classification.

The primary goal of the above experiments is to provide
the reader with clear case studies and examples on using
facial dynamics for face analysis from videos. Note that the
reported results may be specific to the methods and test mate-
rial that were used in the experiments. Therefore, it is per-
haps too early to make final conclusions on the role of facial
dynamics in video-based face analysis and face biometrics.
We strongly believe that our reported experiments and results
will advance and stimulate the ongoing efforts among the
research community.

5 Issues, challenges and future directions

5.1 Lack of standard databases and protocols

There exist several publically available face video databases
but unfortunately none of them is particularly intended for
studying facial dynamics for face biometrics. The lack of
standard databases and associated protocols makes the eval-
uation of the progress in the field of behavioral face analy-
sis very difficult. So far, the proposed algorithms have been
tested on databases which are recorded for other purposes.
For instance, many works in video-based face recognition
research have considered the motion of body (MoBo) video
database [14] although it was originally collected for the pur-
poses of human identification and activity recognition from
distance. The MoBo database contains video sequences of
29 different subjects walking on a treadmill. Four different

Fig. 4 Examples of frames from the MoBo database [14]

walking situations are considered: slow walking, fast walk-
ing, incline walking and carrying a ball. Some examples of
frames are shown in Fig. 4.

The Italian TV speakers video database is also widely
used by Matta et al. in their experiments on head and facial
motion analysis for face and gender recognition [35,36,50].
The database contains 208 video clips of 13 TV speakers
(8 men and 5 women) from the Italian national channel RAI 1.
The videos present TV speakers announcing the news of the
day. A typical sequence has a spatial resolution of 352×288
pixels and a temporal resolution of 23.97 frames per second,
and lasts 13 seconds. The videos are of low quality, acquired
using a fixed camera and compressed at 118 Kbits per second,
and they have been collected during a period of 21 months.
Figure 5 shows some frames of four different subjects. Unfor-
tunately, this database is not publicly available for research
purposes. Another drawback of the database lies in its small
size.

There are several other databases containing face video
sequences that were used in different works involving facial
dynamic analysis. Among these databases are Secure phone
PDA [25], M2VTS [48], XM2VTS [40], BANCA [49], Vid-
TIMIT [52], AVICAR [27], CRIM [11], BIOMET [23],
M3 Corpus [39], BioSecure [1] etc. Most of these databases
were originally captured for evaluating multimodal biometric
systems and thus are not optimal for studying the use of facial
behavior. Some of these databases are publicly available for
research purposes while others are not. Even when evaluated
on the same database, it is difficult to objectively compare
the performance of different techniques because of lack of
standards, protocols (e.g., which videos to use for training
and testing?) and ground truth (e.g., the unavailability of age
information for experiments on age classification).
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Fig. 5 Examples of variations in the Italian TV speakers video
database

To advance the research efforts and track the progress in
the field of facial dynamics analysis, we are planning in the
near future to annotate few existing face video databases
and define clear protocols that we will publically release
and share within the research community. Our next goal
is to capture a new database particularly dedicated to the
use of facial dynamics and publically release it with associ-
ated protocols and baseline methods. We are also aiming at
organizing international competitions to evaluate the pro-
gress on these databases and protocols.

5.2 Online adaptation

An automatic recognition system should exploit both facial
dynamic and static information. However, these two cues do
not equally contribute to recognition as the role of motion
depends on a number of factors such as the familiarity of
the faces, the amount of motion, the viewing conditions,
etc. Thus, depending on the situation, the automatic system
should bias the role of each cue rather than integrate them in
an ad hoc manner (i.e., with fixed weights). For instance, the
system should increase the contribution of the facial dynam-
ics for low-resolution images and decrease this contribution
for higher image resolution (like it is done in the human
visual system). However, in most existing techniques, the
dynamic cue is not automatically adapted (not biased) to the
given situation. Continuous adaption of the contribution of

the facial dynamics and structure remains an open issue that
should be carefully addressed in the future efforts to advance
video based face analysis research. This also suggests that
the existing works have not yet shown their full potential and
need further investigation.

5.3 Feature selection

Facial dynamics convey information concerning not only the
identity of the subject but also the facial expression, the emo-
tion, the gender etc. Therefore, not all the facial dynamics
are useful for face recognition, for instance. This means that
some part of the dynamic information is useful for recog-
nition while another part may also hinder the recognition.
Obviously, the useful part is that defining the extra-personal
characteristics while the non-useful part concerns the intra-
class information such as facial expressions and emotions.
For recognition, one should then select only the extra-
personal characteristics. Selecting the useful facial dynamics
is an open issue that should be carefully investigated. It has
been partially addressed by Hadid and Pietikäinen in [16].

5.4 Automatic tracking, normalization and recognition

Video-based systems for face analysis should perform
automatic tracking, feature extraction and normalization and
then recognition. However, most methods can only handle
well-aligned faces while many others are based on the manual
or semiautomatic normalization of the features before recog-
nition. This obviously limits their use in practical scenarios
and uncontrolled conditions. The recent works on integrat-
ing tracking and recognition into a single framework (e.g.,
with the use of TSSSM) have shown to provide interesting
results and this should be further extended to develop fully
automatic systems.

6 Conclusion

In this work, we discussed the psychological and neural
findings about the importance of facial dynamics in the
human visual system and reviewed the major attempts to
combine facial structure and motion for automatic face anal-
ysis. Because finding efficient representations for combining
facial structure and dynamics for face analysis from videos
is challenging, most of the existing works limit the scope of
the problem by discarding the facial dynamics and only con-
sidering the structure. To gain insight into the use of facial
dynamics in face biometrics, we provided the reader with
clear case studies and experimental methods and results on
several problems including face recognition, gender classifi-
cation, age estimation and ethnicity determination from video
sequences.
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Unfortunately, most of the methods which use spatiotem-
poral representations for face recognition from videos have
not yet shown their full potential as they suffer from different
drawbacks such as the use of only global features while local
information is shown to also be important to facial image
analysis [18] and the lack of discriminating between the facial
dynamics which are useful for recognition from those which
can hinder the recognition process. In addition, most meth-
ods can only handle well-aligned faces thus limiting their use
in practical scenarios and uncontrolled conditions.

We also pointed out the urgent need for unifying the efforts
to develop standard databases and associated protocols for
evaluating and monitoring the progress in dynamic face anal-
ysis. Among the highlighted challenges are the online adap-
tion of the contribution of the facial dynamics and structure
which remains an open issue, the need of performing feature
selection for using only the useful facial dynamics, and the
importance of developing fully automatic systems exploiting
facial dynamics for practical scenarios.

Our results suggest that existing representations for com-
bining facial structure and dynamics have not yet shown their
full potential and need further investigation. By considering
the human visual system as a valuable source of inspiration,
the aim of dynamic face analysis is to enhance the perfor-
mance of the existing systems and develop new technologies
which can efficiently detect, track, recognize, analyze faces
from videos and, why not, also mimic most of the remark-
able abilities of the human visual system. Although we are
not there yet, current progress in the field gives us much
reason to be optimistic.
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