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Abstract The paper gives the joint distribution of maxima of contralateral observa-
tions taken from the same individual at several occasions, when the data are normal
with given constraints on the parameters. Different constraints lead to different well-
known generalizations of the normal distribution. As an immediate consequence,
evaluation of several features of these maxima is greatly simplified. The results of
the paper are also useful in modeling other phenomena, such as measures of phys-
ical fitness based on the best of two trials. Further applications deal with statistical
inference, for example, testing whether an identified treatment is best.
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1 Introduction

Sometimes physicians (i.e., ophthalmologists, otologists, pneumologists) take obser-
vations from both sides of the same body (i.e., from each eye, each ear, each lung)
at different occasions. Data are then arranged in two vectors of lateral observations,
that is, observations from the same side. Data collected at the same time from dif-
ferent sides form a vector of contralateral observations. Let yL = (Y1L, . . . , YpL)T

and yR = (Y1R, . . . , YpR)T be the vectors of lateral observations from the left and
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right side of the same individual measured at p occasions, respectively. The cor-
responding vectors of contralateral observations are (Y1L,Y1R)T , . . . , (YpL,YpR)T .

Hence, the vectors of contralateral observations are bivariate longitudinal data. More-
over, let x = (X1, . . . ,Xk)

T denote a set of covariates. The vector of maxima of
contralateral observations is {max(Y1L,Y1R), . . . ,max(YpL,YpR)}T . In a more com-
pact notation, we write max(yL, yR) to denote the vector of maxima taken compo-
nentwise. The vector min(yL, yR) is defined in a similar way. The paper only deals
with max(yL, yR), since corresponding results for min(yL, yR) easily follow from the
identity min(yL, yR) = −max(−yL,−yR). The joint distribution of x, yL, and yR is
commonly assumed to be multivariate normal, whose properties a reviewed in detail
by Tong (1990), with constraints on the parameters to model bilateral symmetries in
the human body: E(yL) = E(yR), var(yL) = var(yR), cov(x, yR) = cov(x, yL). For
example, Olkin and Viana (1995) modeled age X, vision from left eye YL, and vision
from right eye YR as follows:(

X

YL

YR

)
∼ N3

{(
μ0
μ1
μ1

)
,

(
σ 2 γ στ γ στ

γ στ τ 2 ρτ 2

γ στ ρτ 2 τ 2

)}
, (1.1)

where 2γ 2 < 1 + ρ and ρ2 < 1. The model implies irrelevance of left–right la-
beling: P(X ≤ a,YL ≤ b,YR ≤ c) = P(X ≤ a,YL ≤ c,YR ≤ b) for any real val-
ues a, b, c. Olkin and Viana (1995) only consider first and second moments of the
vector {X,max(YL,YR),min(YL,YR)}T . This paper gives the exact distributions of
max(YL,YR), {X,max(YL,YR)}T , and X|max(YL,YR) = m. It also shows that they
belong to well-known families (which will be described in Sect. 2), possessing very
useful analytical properties.

The same authors, in a subsequent paper (Viana and Olkin 2000), assume the nor-
mality, irrelevance of left–right labeling at each time point, and lateral-contralateral
homogeneity (correlations between data observed at different times only depend on
times themselves). The corresponding distribution is(

yL

yR

)
∼ N2p

{(
μ

μ

)
,

(
Ω Ω − Λ

Ω − Λ Ω

)}
, (1.2)

where Ω − Λ/2 is a symmetric positive definite p × p matrix, and Λ is the diagonal
matrix whose diagonal elements are the nonnegative scalars λ1, . . . , λp. Note that, for
p = 1, the joint distribution of YL and YR in (1.1) is the same as that of yL and yR in
(1.2), with μ = μ1, Ω = τ 2, and Λ = τ 2(1−ρ). Similarly to model (1.1), model (1.2)
implies that P(yL ≤ h,yR ≤ k) = P(yL ≤ k, yR ≤ k) for any pair of p-dimensional
real vectors h, k. Equivalently, we can say that the pairs YL ,YR and yL, yR are ex-
changeable in models (1.1) and (1.2), respectively. More formally, n q-dimensional
random vectors x1, . . . , xn are exchangeable if P(x1 ≤ a1, . . . , xn ≤ an) = P(xπ(1) ≤
a1, . . . , xπ(n) ≤ an), where π(1), . . . , π(n) is a permutation of the first n positive inte-
gers, and a1, . . . , an are n q-dimensional real vectors. Aldous (1985) gives a detailed
review of the role of exchangeability in probability and statistics.

Interest in maxima of contralateral observations arises in several situations. In the
first place, they may be relevant in their own right. Parving and Christiansen (1990)
use best ear’s hearing as a measure of deafness in mentally retarded adults. In the
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second place, they may be useful predictors. Frenkel and Shin (1986) examine the
predictive value of worst vision in elderly patients with glaucoma. In the third place,
they may be the only available data. As an example, consider a survey on visual
acuities in the adult population of the USA, when limited grants prevent hiring pro-
fessional ophthalmologists. A possible solution is looking at driving licenses, since
criterions for an unrestricted driving license are based on visual acuity from the best
eye, in most states of the USA (Fishman et al. 1993).

This paper focuses on modeling maxima of contralateral observations, but max-
ima of two normally distributed random vectors also appear elsewhere, as shown by
the following miscellaneous examples. Roberts (1966) considers an application in
epidemiology, related to the study of twins. Tomohiro et al. (2003) compare high and
low intensity aerobic exercises using the best of two trials for several strength tests.
Gupta and Gupta (2001) study the monotonicity of the hazard rate for parallel (se-
ries) systems, whose failure times are the maximum (minimum) of the failure times
of their components, when the components themselves are normal.

Further applications of the maximum of two normally distributed random vari-
ables can be found in hypothesis testing, where it appears as a test statistic. Cox and
Wermuth (1991) advocate its use whenever there are two qualitatively different types
of departures from the null hypothesis. The same statistic appears in connection to the
problem of testing whether an identified treatment is best (Laska and Meisner 1989).
Another case for this statistic is the evaluation of p-values when two statistical tests
are applied to the same data set, but only the most convenient result is reported, as in
(Jiang 1997) and (Loperfido 2002). Azzalini and Cox (1984) introduce a new test for
the analysis of variance which can be expressed in terms of maxima of two normally
distributed random variables. All these examples can be generalized to maxima of
two random vectors.

The paper gives the exact distribution of max(z,w) when z and w are exchange-
able normal vectors with given constraints on their covariance. All these distributions
(also known as skew-normal distributions) are well-known extensions of the normal
one. Hence, results in the paper connect order statistics from longitudinal observa-
tions with skew-normal distributions, with mutual benefit. The former benefit from
the many analytical properties of skew-normal distributions, including simple formu-
las for expectations, variances, skewness, and correlations. The latter benefit from the
many applications related to order statistics, which contribute to fulfill the need for
more illustrations of practical utility of skew-normal models pointed out by Azzalini
(2002) and Arnold and Beaver (2002).

The paper is organized as follows: Sect. 2 describes some skew-normal distribu-
tions. Section 3 contains main results. Section 4 applies them to visual assessment
data. Section 5 contains all proofs.

2 Skew-normal distributions

The maximum of two random variables whose joint distribution is bivariate normal
has been considered by Gupta and Pillai (1965), Roberts (1966), Nagarajah (1982),
Kella (1986), Cain (1994), Cain and Pan (1995), Olkin and Viana (1995), Loper-
fido (2002). Its distribution and its main features have been evaluated in the general
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case as well as under several equality constraints on means and variances. In par-
ticular, the density function of the maximum of two standardized random variables
whose joint distribution is bivariate normal with correlation ρ is 2φ(z)Φ(ψz), where
ψ = √

(1 − ρ)/(1 + ρ), Φ(z), and φ(z) are the distribution function and density
function of a standard normal variable, respectively. Azzalini and Capitanio (2003)
and Dalla Valle (2004) address as a research problem the generalization of this result
to the multivariate case. This paper shows that the answer is related to two general-
izations of the normal distribution: the multivariate skew-normal distribution (Azza-
lini and Dalla Valle 1996) and the canonical fundamental skew-normal distribution
(Arellano-Valle and Genton 2005). The paper also shows that the predictive distribu-
tion based on the maximum of two random variables, under normality and exchange-
ability assumptions, is the extended skew-normal introduced by Arnold and Beaver
(2000). Azzalini (2005) gives a good review of the previous literature on this class of
distributions.

Azzalini and Dalla Valle (1996), in their seminal paper, introduced the multivariate
skew-normal distribution (SN, hereafter) with the density function

f (z; ξ,Ω,η) = 2φp(z; ξ,Ω)Φ
{
ηT (z − ξ)

}
,

where z, ξ, η ∈ R
p , and φp(z; ξ,Ω) is the density function of Np(ξ,Ω). The vec-

tor ξ , the matrix Ω , and the vector η are commonly referred to as the location vec-
tor, the scale matrix, and the shape vector of the p-variate skew-normal distribution
SNp(ξ,Ω,η). When the shape parameter equals the null vector, the above density is
a normal one.

Arellano-Valle and Genton (2005) introduced the canonical fundamental skew-
normal distribution (CFSN, hereafter) with the density function

f (z; ξ,Ω,Δ) = 2mφp(z; ξ,Ω)Φm

{
ΔT Ω−1/2(z − ξ); Im − ΔT Δ

}
,

where z; ξ ∈ R
p , Ω ∈ R

p × R
p , Δ ∈ R

p × R
m, and Φm(z; Im − ΔT Δ) is the dis-

tribution function of Np(0p, Im − ΔT Δ). We write CFSNp(ξ,Ω,Δ) to denote the
corresponding distribution and refer to the vector ξ , the matrix Ω , and the matrix
Δ as the location vector, the scale matrix, and the shape matrix, respectively. The
SN distribution is a CFSN distribution when the shape matrix has only one column.
Expectation and variance of a CFSN random vector have a simple analytical form.

Arnold and Beaver (2000) introduced the extended skew-normal distribution
(ESN, hereafter), another generalization of the normal distribution with the density
function

f (z; ξ,Ω, δ, τ ) = φp(z; ξ,Ω)

Φ(τ)
Φ

{
τ + δT Ω−1(z − ξ)√

1 − δT Ω−1δ

}
,

where ξ ∈ R
p , τ ∈ R, Ω is a symmetric positive definite p × p matrix, and δ is a

p-dimensional vector such that δT Ω−1δ < 1. We write ESNp(ξ,Ω, δ, τ ) to denote
the corresponding distribution and refer to the vector ξ , the matrix Ω , the vector δ,
and the scalar τ as the location vector, the scale matrix, the shape vector, and the
truncation parameter, respectively. The SN distribution is an ESN distribution with
the truncation parameter equal to zero. Arnold and Beaver (2004) give a good review
of the previous literature related to this distribution.
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The above parameterizations suffer from some drawbacks and alternative parame-
terizations are discussed by Azzalini (1985) and Capitanio et al. (2003). However,
they are quite common in the literature and allow simple representations of moments
and cumulants. For example, the expectation and variance of ESNp(ξ,Ω, δ, τ ) are

E(z) = ξ + δ
φ(τ)

Φ(τ)
, var(z) = Ω − δδT φ(τ)

Φ(τ)

{
τ + φ(τ)

Φ(τ)

}
.

The ratio φ(τ)/Φ(τ) is known in the literature with several names. Econometricians
usually call it the Mill ratio. It is a positive, decreasing, and nonlinear function of τ ,
and

lim
τ→+∞

φ(τ)

Φ(τ)
= 0, lim

τ→−∞
−φ(τ)

τΦ(τ)
= 1.

3 Main results

We denote by ξ , Ω , and ψ a p-dimensional vector, a symmetric positive definite
p ×p matrix, and the parameter

√
(1 − ρ)/(1 + ρ), respectively. Theorem 3.1 shows

that maxima of contralateral observations have a SN distribution, when the joint dis-
tribution of lateral observations belongs to a class of models which includes (1.1) as
a special case.

Theorem 3.1 Let β be a nonnegative vector such that βT Ω−1β < 2 and(
z

w

)
∼ N2p

{(
ξ

ξ

)
,

(
Ω Ω − ββT

Ω − ββT Ω

)}
.

Then max(z,w) ∼ SNp{ξ,Ω,Ω−1β/(2 − βT Ω−1β)1/2}.

The following theorem shows that maxima of contralateral observations have a
CFSN distribution, when the joint distribution of lateral observations is (1.2). We
write A1/2 to denote the square root of a symmetric positive definite matrix A: A =
A1/2A1/2.

Theorem 3.2 Let yL and yR be two random vectors with joint distribution (1.2).
Then max(yL, yR) ∼ CFSN{ξ,Ω,Ω−1/2(Λ/2)1/2}.

Theorems 3.1 and 3.2 model cov(yL, yR) in two different ways. The former as-
sumes that cov(yL, yR) equals var(yL) = var(yR) minus a symmetric matrix of rank
less or equal to one with nonnegative elements. The latter assumes that cov(yL, yR)

equals var(yL) = var(yR) minus a diagonal matrix (of rank possibly greater than
one) with nonnegative diagonal elements. Assumptions coincide when p = 1, lead-
ing to max(YL,YR) ∼ SN1(μ1, τ

2,ψ/τ) with ξ = μ = μ1, Ω = τ 2, and β = Λ =
τ(1 − ρ)1/2. This result was independently found by Roberts (1966) and Loperfido
(2002), so that Theorems 3.1 and 3.2 generalize it to the multivariate case in two
different ways.
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Theorems 3.1 and 3.2 lead to the joint distribution of max(yL, yR) and a vector of
covariates x. It suffices to let ỹT

L = (xT , yT
L ) and ỹT

R = (xT , yT
R ). If assumptions in

Theorems 3.1 or 3.2 hold for yL and yR, they also hold for ỹL and ỹR . As an example,
consider the joint distribution of X and max(YL,YR) under model (1.1):

Corollary 3.1 Let the joint distribution of the random variables X, YL, and YR be
(1.1). Then the joint distribution of X and max(YL,YR) is

SN2

⎧⎨
⎩

(
μ0
μ1

)
,

(
σ 2 γ στ

γ στ τ 2

)
,

√
(1 − ρ)/(1 − γ 2)

1 − 2γ 2 + ρ

(−τγ /σ

1/τ

)⎫⎬
⎭ .

The result easily follows from Theorem 3.1 by letting z = (X,YL)T , w =
(X,YR)T , ξ = E(z), Ω = var(z), and β = τ

√
1 − ρ(0,1)T .

Theorems 3.1 and 3.2 also lead to an interesting property of bivariate normal or-
thant probabilities.

Corollary 3.2 Let L(h, k,ρ) = P(Z1 > h,Z2 > k), where Z1 and Z2 are two stan-
dardized variables whose joint distribution is normal with correlation −1 < ρ < 1.
Then L(a, a,ρ) = 2L{a,0,

√
(1 − ρ)/2}.

From Theorem 3.1 we know that M = max(Z1,Z2) ∼ SN1(0,1,ψ), where ψ =√
(1 − ρ)/(1 + ρ). Azzalini and Dalla Valle (1996) show that P(M > a) = P(Y1 >

a|Y2 > 0), where Y1 and Y2 are two standardized variables whose joint distribution
is normal with correlation

√
ψ/(1 + ψ2) = √

(1 − ρ)/2. Since P(Y2 > 0) = 0.5, we
have

P(M > a) = 2P(Y1 > a,Y2 > 0) = 2L
{
a,0,

√
(1 − ρ)/2

}
.

In order to complete the proof, it suffices to recall that, by definition, M =
max(Z1,Z2), which implies P(M > a) = L(a, a,ρ). It is worth noticing that the
proof is based on probabilistic arguments only, which are quite different from direct
evaluation of integrals and series expansions, the most common approaches for deal-
ing with bivariate normal orthant probabilities (Kotz et al. 2000). Corollary 3.2 can
be used for approximating bivariate normal orthant probabilities. Cox and Wermuth
(1991) propose a simple approximation of L(h, k,ρ), which is quite accurate but
when h = k = a �= 0. By Corollary 3.2, their approximation can be used even when
h = k = a �= 0 if applied to 2L{a,0,

√
(1 − ρ)/2}.

Olkin and Viana (1995) obtain the correlations and covariances between X and
max(YL,YR) using model (1.1). They did not deal with the predictive distribution of
X based on max(YL,YR), which is given in the following theorem.

Theorem 3.3 Let (1.1) be the joint distribution of X, YL, and YR . Then the distribu-
tion of X|max(YL,YR) = m is

ESN1

{
μ0 + m − μ1

τ
γ σ,σ 2(1 − γ 2), σ ρ − γ√

1 − ρ2
,
m − μ1

τ
ψ

}
.
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Practical implications are twofold. In the first place, it provides the nonlinear pre-
dictor E{X|max(YL,YR) = m} of X based on max(YL,YR), which is better than the
linear one considered by Olkin and Viana (1995) under quadratic loss. In the sec-
ond place, it allows analytical evaluation of various features of X|max(YL,YR) = m

(henceforth X|m, for brevity), such as the expectation and variance, using results in
Capitanio et al. (2003):

E(X|m) = μ0 + γ σm∗ + σ
ρ − γ√
1 − ρ2

M
(
m∗ψ

)
,

var(X|m) = σ 2(1 − γ 2) − σ 2 (ρ − γ )2

1 − ρ2
M

(
m∗ψ

){
m∗ψ + M

(
m∗ψ

)}
where M(m∗) = φ(m∗)/Φ(m∗) is the Mill ratio and m∗ = (m − μ1)/τ . The con-
ditional expectation E(X|m) is a nonlinear function of m, since the Mill ratio is a
nonlinear function, too. The eteroschedasticity follows from var(X|m) being a non-
constant function of m.

Future research in this area might consider the joint distribution of the covariates
and linear combinations of order statistics from bilateral observations. This issue has
been addressed by Gupta and Pillai (1965), Nagarajah (1982), and Viana (1998). The
latter also points out its relevance in visual sciences.

4 Visual assessment data

This section applies the results of the previous section to Best’s vitelliform macular
dystrophy (BVMD) and intraocular pressure (IOP). Fishman et al. (1993) evaluated
43 patients with BVMD for age (X), vision of left eye (YL), and vision of right
eye (YR). Olkin and Viana (1995) applied model (1.1) to these data and computed
maximum-likelihood estimates (simply mle, hereafter): μ̂0 = 28.833, μ̂1 = 0.424,
σ̂ = 19.182, τ̂ = 0.386, ρ̂ = 0.496, γ̂ = 0.581. They also estimated first and second
moments of X, min(YL,YR), and max(YL,YR), together with best linear predictions
of one variable based on another variable or on both remaining variables.

We shall first consider the marginal distribution of max(YL,YR). We already
know from Theorem 3.1 that it has a SN distribution whose parameters are known
functions of μ1, τ , and ρ. Hence, the mle of the distribution of max(YL,YR) is
SN1(0.424,0.1490,1.5037). Results in Azzalini (1985) lead to mle of skewness and
kurtosis of max(YL,YR), which are 0.0359 and 0.0103, respectively, hinting that the
distribution of max(YL,YR) is very similar to a normal one. It seems then reason-
able to approximate SN1(0.424,0.1490,1.5037) with SN1(0.424,0.1490,0), that is,
N(0.424,0.1490), which physicians are much more comfortable to work with. How-
ever, this approximation might not be appropriate. In the first place, the graphs of the
density functions of SN1(0.424,0.1490,1.5037) and N(0.424,0.1490) are markedly
different. More precisely, the right (left) tail of the former is much heavier (lighter)
than the right (left) tail of the latter. The approximation can be also evaluated using
the Kolmogorov distance between SN1(0.424,0.1490,1.5037) and N(0.424,0.1490)

(i.e., the supremum, taken over all possible real values, of the absolute value of the
difference between the corresponding distribution functions), which equals 0.1674
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(Azzalini 1985). It can be shown that this value equals the difference between the
cumulative distribution functions, evaluated in 0.424, of N(0.424,0.1490), that is,
0.5, and SN1(0.424,0.1490,1.5037), that is, 0.3326. This result has some practi-
cal implications, since physicians typically asses the health status of patients using
quantiles: the lower the quantile corresponding to the patient, the lower his health sta-
tus. Hence, a physician using the approximation N(0.424,0.1490) would not be too
concerned about a patient with BVMD whose visual acuity score were about 0.424,
which corresponds to the median of the approximating distribution. However, use
of SN1(0.424,0.1490,1.5037) implies that this score corresponds to a much lower
quantile, hence suggesting the possible presence of a health problem.

We shall now consider the conditional distributions of max(YL,YR) given the ob-
served value of X. Model (1.1) implies that

(
YL

YR

)∣∣∣∣X = x ∼ N2

{(
1
1

)(
μ1 − γ τ

x − μ0

σ

)
, τ 2

(
1 − γ 2 ρ − γ 2

ρ − γ 2 1 − γ 2

)}
.

Hence, YL and YR are exchangeable normal random variables conditionally on X,
too. It follows that max(YL,YR)|X = x has a SN distribution, whose estimate
is SN1(0.0869 + 0.0117x,0.0987,2.2943). Estimated expectation, variance, skew-
ness, and kurtosis of max(YL,YR)|X = x are 0.2313 + 0.0117x,0.0772,0.0769, and
0.0286, respectively.

We shall now consider the conditional distribution of X|m, which is ESN by
Theorem 3.3. The corresponding mle is ESN1(16.588 + 28.872m,243.74,−1.8810,
1.5037m−0.6376). A straightforward application of results in Capitanio et al. (2003)
implies that expectation, variance, skewness, and kurtosis depend on the observed
value of max(YL,YR) and that E(X|m) is a nonlinear function of m.

We shall now consider intraocular pressure, with emphasis on the association
between pretreatment and posttreatment maximal intraocular pressure. Sonty et al.
(1996) observed 15 subjects with glaucomatous eyes. For each subject, the intraocu-
lar pressure was measured from each eye before and after topical beta blocker therapy.
Let the pretreatment and posttreatment intraocular pressure from left (right) eye be
YL1(YR1) and YL2(YR2), respectively. Viana and Olkin (2000) modeled these data
using (1.2). The corresponding estimates of the corresponding scale and shape para-
meters are (

12.667 9.8237
9.8237 17.190

)
,

(
0.6661 −0.3434

−0.2320 0.8271

)

Mle of var{max(YR1, YL1)}, var{max(YR2, YL2)}, cov{max(YR1, YL1), max(YR2,
YL2)} are 9.8674, 11.0591, 9.8237, respectively (Arellano-Valle and Genton 2005).
The correlation between max(YR1, YL1) and max(YR2, YL2) is then 0.9404. The cor-
relation between YL1 (YR1) and max(YR2;YL2) equals 0.6657, as it follows from
results in Olkin and Viana (1995). Hence, the maximal pretreatment IOP is a better
predictor of the max posttreatment IOP than the pretreatment IOP from any eye (or a
weighted average of IOP from both eyes).
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5 Proofs

Proof of Theorem 3.1 Without loss of generality we can assume that ξ = 0p . Let the
random variable U and random vector x be such that z = x + δU and w = x − δU .
Hence, (

U

x

)
∼ Np+1

{(
0

0p

)
,

(
1 0T

p

0p Ω − δδT

)}

where 0p is the p-dimensional null vector, and δ = β/21/2. Consider now the identity
max(Zi,Wi) = (Zi + Wi)/2 + |Zi − Wi |/2. From the definitions of U and x and
nonnegativeness of β we obtain max(Zi,Wi) = Xi + δi |U |. The density of U is
symmetric at the origin. It follows that |U | ∼ U |U > 0. Hence, max(z,w) ∼ z|U > 0.
The joint distribution of U and z is(

U

z

)
∼ Np+1

{(
0

0p

)
,

(
1 δT

δ Ω

)}
.

Azzalini and Dalla Valle (1996) show that the distribution of z|U > 0 is
SNp{0p,Ω,Ω−1δ/

√
(1 − δT Ω−1δ)}. As a consequence, max(z,w) ∼ SNp{0p,Ω ,

Ω−1δ/
√

(1 − δT Ω−1δ)}. Recall now the definition of δ and complete the proof. �

Proof of Theorem 3.2 Without loss of generality we can assume that ξ = 0p and let
Δ = Ω−1/2(Λ/2)1/2, z = (4Ω − 2Λ)−1/2(yL + yR), and w = (2Λ)−1/2(yL − yR).
In matrix notation, we have

(
z

w

)
=

(
4Ω − 2Λ Op

Op 2Λ

)−1/2 (
Ip Ip

Ip −Ip

)(
yL

yR

)
,

where Op is the null p × p matrix. Ordinary properties of the multivariate nor-
mal distribution imply that z and w are two independent and identically distrib-
uted random vectors with distribution Np(0p, Ip). Their definitions also imply that
yL = (Ω −Λ/2)1/2z+ (Λ/2)1/2w. Simple matrix algebra leads to yL = Ω1/2{(Ip −
Ω−1/2ΛΩ−1/2/2)1/2z + Ω−1/2(Λ/2)1/2w}. Recall now the definition of Δ : yL =
Ω1/2{(Ip − ΔΔT )1/2z + Δw}. Let |v| be the vector whose the ith component is the
absolute value of the ith component of the vector v for i = 1, . . . , p. Ordinary proper-
ties of maxima imply that max(yL, yR) = (yL +yR)/2+|yL −yR|/2. Recall now the
definitions of z, w, and Δ and write max(yL, yR) = Ω1/2{(Ip − ΔΔT )1/2z + Δ|w|}.
We already know that z and w are two independent and identically distributed
random vectors with distribution Np(0p, Ip). Hence the last identity implies that
max(yL, yR) ∼ CFSNp(0p,Ω,Δ) by Proposition 2.2 in Arellano-Valle and Genton
(2005). �

Proof of Theorem 3.3 Let M = max(YL,YR). The density function of X|M = m can
be represented as follows:

f (x|m) = f (x|m,YL < YR)P (YL < YR|m) + f (x|m,YL > YR)P (YL > YR|m).
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The random vectors (X,YL,YR)T and (X,YR,YL)T are identically distributed, so
that P(YL < YR|m) = P(YL > YR|m) = 0.5 and f (x|m,YL < YR) = f (x|m,YL >

YR). By ordinary properties of maxima, these equations lead to f (x|m) = f (x|m,
YL < YR) and f (x|m) = f (x|YL < YR = m). Consider now the conditional distribu-
tion of −YL and z given YR = m:

N2

[{ −μ1 − ρ(m − μ1)

μ0 + γ (m − μ1)/τ

}
,

{
τ 2(1 − ρ2) τσ (ρ − γ )

τσ (ρ − γ ) σ 2(1 − γ 2)

}]
.

Let the random variables U and W be jointly distributed as −YL and X conditionally
on YR = m. Arnold and Beaver (2000) show that the distribution of w|U > −m is

ESN1

{
μ0 + m − μ1

τ
γ σ,σ 2(1 − γ 2), σ (ρ − γ )

(1 − ρ2)1/2
,
m − μ1

τ
ψ

}
,

where ψ = √
(1 − ρ)/(1 + ρ). We already know that the conditional distribution of

W |U > −m equals the conditional distribution of X|m. �
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