J. of the Acad. Mark. Sci. (2018) 46:431-452
DOI 10.1007/s11747-017-0540-y

@ CrossMark

ORIGINAL EMPIRICAL RESEARCH

Effect of analysts’ earnings pressure on marketing spending

and stock market performance

Imran S. Currim'® - Jooseop Lim?* - Yu Zhang?

Received: 12 July 2016 / Accepted: 19 April 2017 /Published online: 4 May 2017

© Academy of Marketing Science 2017

Abstract Despite the clearly visible effects of analysts’ pres-
sures on C-level executives in the popular press, there is lim-
ited evidence on their effects on marketing spending decisions.
This study asks two questions. First, how do analysts’ pres-
sures affect firms’ short-term marketing spending decisions?
Based on a sample of 2706 firms during 1987-2009 compiled
from Institutional Brokers Earning System, COMPUSTAT,
and CRSP databases we find that firms cut marketing spend-
ing. Second, more importantly, we ask if firms which remained
more committed in the past to marketing spending under ana-
lysts’ pressures have higher longer-term stock market perfor-
mance. We find that the stock market performance of firms
more committed to marketing spending under past periods of
analysts’ pressures is higher. The findings are replicated for
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R&D spending and are robust across measures, controls, and
methodologies. Consideration of two industry-based modera-
tors, R&D spending and revenue growth, and one firm-based
moderator, whether the firm is among the industry’s top four
market share or other lower share firms, reveals that the find-
ings are stronger for high R&D and growth industries and
lower market share firms. One key implication is that top ex-
ecutives respond to analysts’ pressures by cutting marketing
spending in the short term; however, if they can resist these
pressures, longer-term stock market performance is higher.

Keywords Marketing spending - Analysts’ earnings
expectations - Stock market return - Value of marketing

“When all companies are quarterly earnings—obsessed,
the market starts punishing companies that aren’t yield-
ing an instant return. This not only creates a big incen-
tive for bogus accounting, but also it inhibits the kind of
investment that builds economic value.” Turner 2005

Introduction

Marketing departments struggle to justify obtaining resources
from the firm, usually being the first to receive cuts when
times get tough. This problem becomes harder on the market-
ing department as CEOs and CFOs experience pressures from
analysts to meet earnings expectations. On the one hand, firms
must continue to invest in order to meet or exceed customer
expectations by providing quality products and services to
established and new markets. On the other hand, analysts’
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earnings expectations are a top priority for C-level executives
responsible for mandating cuts in spending, partly because
they have performance measures that are closely tied to meet-
ing analysts’ expectations. The continuing need for invest-
ment in the firm in the presence of analysts’ pressures creates
a debate on cutting versus maintaining marketing spending,
and exacerbating this debate is the lack of knowledge on the
extent and timing of market performance for each course of
action.

Consequently, this study asks two key unique questions to
inform the debate. First, do pressures from analysts’ earnings
expectations affect firms’ marketing spending decisions in the
short term? Analysts’ pressure is defined as the gap between
the consensus of analysts’ earnings forecast and the
company’s expected earnings. Expected earnings during a pe-
riod are computed as the sum of earnings in the previous
period and the estimated change in earnings during the period.
Marketing spending is defined as the difference between the
actual and expected marketing spending to sales ratio. Based
on I/B/E/S, COMPUSTAT, and CRSP data on 2706 firms
during 1987-2009, our first finding is that firms under ana-
lysts’ pressures cut marketing spending in the short term. The
result is consistent with the accounting view that marketing is
a discretionary expense readily cut under analysts’ pressures.
The implication is that marketing spending is not just based on
the evolving needs of markets, products, or services over time
but on the evolving needs of top executives whose primary
responsibility is to grow stock price and hence deal with ana-
lysts’ pressures. An analysis of potential moderating variables,
why certain firms or industries are more prone to reduce mar-
keting spending under analysts’ pressure, reveals that our first
finding is driven by industries with higher R&D spending.

Second, we ask if firms with greater past commitment to
marketing spending under analysts’ pressures have higher
stock market performance in the longer term. This question
is important because commitment to marketing spending
could be overspending on the firm’s part; however, over-
spending on the firm’s part should not result in higher stock
market performance. We employ a strategic variable: past
commitment to marketing spending under pressure from ana-
lysts’ earnings expectations. Commitment to marketing
spending under analysts’ pressures is defined based on the
extent to which actual marketing spending is greater than ex-
pected during each past period when the firm was under ana-
lysts’ pressures. We focus on past periods of analysts’ pres-
sures because these periods are the most difficult and tenuous
periods in a firm’s history, with conflicting demands on spend-
ing versus cutting back. Such conflicting demands make it
particularly difficult for firms to continue marketing spending
to build assets such as brand equity, which can result in higher
stock market performance. Our second finding is that firms
more committed in the past to marketing spending under an-
alysts’ pressures have higher stock market performance in the
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longer term, implying that marketing spending creates brand
assets which improve stock market performance. An analysis
of potential firm- and industry-based moderator variables re-
veals that this second finding is driven by industries with
higher R&D and growth, and firms belonging to the industry’s
lower market share firms.

The key managerial implication of our findings is straight-
forward: top executives indeed reduce short-term marketing
spending in response to analysts’ pressures; however, if they
can resist these pressures and stay the course, they enjoy
higher longer-term stock performance. C-level executives
need to be explicitly aware of the longer-term gains that accrue
from commitment to marketing spending under analysts’ pres-
sure. In many firms, top executives may not be aware of such
gains. Our paper is aimed at the gap in awareness. In some
firms, top executives may be aware of such losses but continue
to tradeoff losses for a number of reasons such as short-term
incentive-based compensation (Currim et al. 2012), private
information (Stein 1989), Financial Accounting Standards
Board’s (FASB) Generally Accepted Accounting Principles
(GAAP)," or executives’ limited time horizons. How do such
firms ensure that top executives under analysts’ pressures do
not cut marketing spending in the short term, a decision which
is counter-productive for the firm’s longer-term stock perfor-
mance (Lodish and Mela 2007)? Why is this important? These
questions are addressed under managerial implications in the
final section of the paper.

Background

This section briefly reviews background literature in two
steps. First, we (1) provide more information on analysts,
who they are, and what they do and (2) review literature from
accounting, finance, and strategy, because a few works in
those literatures have directly explored how executives re-
spond to analysts’ pressures. Second, we review the marketing
literature because that literature has explored a few financial
drivers (not analysts’ pressure) of marketing spending and the
relationship between marketing spending and stock market
return. Our main purpose is to clearly outline our contribution
relative to other works in both literatures.

Literature in accounting, finance, and strategy

Financial analysts are specialists, employed by investment
banks and brokerage firms, who issue research reports that
reflect their understanding of the firm’s industry, strategy,
and management quality, along with specific stock recom-
mendations and earnings forecasts (Schipper 1991). There

! GAAP requires marketing spending to be completely expensed in the current
period while benefits may be observed much later.
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are two findings regarding why analysts’ forecasts result in
pressure on managers. First, past literature shows an optimism
bias in analysts’ forecasts and recommendations (Chopra
1998; Dreman and Berry 1995), which has been attributed to
conflicts of interests, such as incentives to get or maintain
underwriting businesses with the covered firm (Dechow
et al. 2000; Dugar and Nathan 1995; Lin and McNichols
1998; Michaely and Womack 1999), or to generate sales and
trading commission for the brokerage house (Cowen et al.
2006). Second, the optimism bias is exacerbated by a herding
bias, due to career and reputation concerns. Inexperienced
analysts who deviate from the consensus and miss the forecast
are more likely to lose their jobs (Dechow et al. 2000).
Consequently, analysts tend to release forecasts close to those
previously announced by other analysts, even when this is not
supported by their information or judgement (Trueman 1994).
These optimism and herding biases increase the earnings pres-
sure problem for managers (Zhang and Gimeno 2010).

Past research in accounting, finance, and strategy has ex-
plored four ways in which top executives respond to pressures
from analysts’ earnings expectations: (1) by ignoring it (King
2004), (2) managing expectations (earnings guidance) by
communicating more effectively with capital market agents
(Bernhardt and Campello 2007), (3) engaging in “creative
accounting,” such as capitalizing rather than expensing some
costs (Burgstahler and Eames 2006; Degeorge et al. 1999) or
(4) altering business decisions (e.g., cutting spending) to ac-
commodate analysts’ pressures (Graham et al. 2005). Our
study focuses on the fourth type of response to analysts’ earn-
ings expectations.

In contrast to our work, other examples of making business
decisions to accommodate analysts’ pressure have been based
on limited samples, in a particular industry, or are limited to a
particular product category or shorter time period. For exam-
ple, in the strategy literature, Zhang and Gimeno (2010) find
that analysts’ pressures encourage dominant firms in the U.S.
electricity generation industry to exercise market power by
restricting output and increasing prices to increase short-term
earnings even if it undermines longer-term competitiveness.
In the accounting literature, Cohen et al. (2010) find that firms
reduce advertising spending to avoid losses and decrease in
earnings, based on proprietary data on advertising spending
gathered during 2001-2006 by monitoring multiple media
channels. They classify “firms that are suspected to have man-
aged earnings” as those which reported barely positive earn-
ings, earnings growth, or earnings that just met consensus
analysts’ forecast, an ex-post measure, in that their measure
employs reported earnings subsequent (ex-post) to any busi-
ness decision to identify suspect firms. Chapman and
Steenburgh (2011) find that soup manufacturers expected to
manage earnings upwards at year end during 1985-1988 em-
ploy more frequent temporary price promotions in two cities
and shift promotions away from smaller revenue brands to

larger revenue brands, even if it means sacrificing long-term
value. In their study, an ex-post measure based on whether
earnings targets were met in prior periods is employed. In
contrast, our measure of analysts’ pressure is ex-ante, based
on analysts’ pressure prior to the business decision, because
we are interested in the effect of analysts’ pressure on market-
ing spending decisions and stock market return without using
marketing spending or stock market return to identify suspect
firms.

Furthermore, there are a couple of articles in the accounting
literature on the effect of pressures from analysts’ expectations
on R&D spending and investment decisions. Bushee (1998)
studies the impact of institutional investors (rather than ana-
lysts) on R&D spending (rather than marketing spending) to
meet short-term (rather than longer-term) earnings goals.
Roychowdhury (2006) and Cohen and Zarowin (2010) study
earnings management of discretionary expenditures, includ-
ing R&D, to meet earnings targets and operating performance
(rather than stock return), respectively. Marketing and R&D
are conceptually different variables. In this study the correla-
tion between the two spending variables is —0.06, which sug-
gests that marketing spending is a separate and important var-
iable for the marketing literature, i.e., we need to know man-
agers’ behavior and the stock market’s reaction to their
behavior.

In summary, while there are studies in the accounting, fi-
nance, and strategy literatures on the effects of analysts’ pres-
sure, there is little literature on the effects of analysts’ pres-
sures on business spending decisions (relative to engaging in
creative accounting or communicating with capital market
agents), and to the best of our knowledge, no literature on
the effects of analysts’ pressures on marketing spending deci-
sions based on a large number of firms, industries, and time
period. Most importantly, no study focuses on whether the
stock market performance of a firm with greater past commit-
ment to marketing spending under pressure from analysts’
earnings expectations is higher or lower.

Literature in marketing

Selected works from the marketing—finance interface litera-
ture are presented in Table 1.

There are two types of studies based on the choice of the
dependent variables (DV): (1) when the DV is spending on
R&D (value creation) or marketing (value appropriation), and
(2) when the DV is stock market performance (stock return,
idiosyncratic risk, IPO underpricing and trading, firm value,
etc.). The first type of study explores the drivers of R&D or
marketing spending, while the second type of study explores
the relationship between R&D or marketing spending and
stock market performance. For example, the first type of
study investigates how the equity to bonus ratio of top five
executives, past stock returns and volatility, experience of
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CEOs, and marketing and R&D intensity drive R&D and
marketing spending.

To the best of our knowledge there is very little if any work
that explicitly considers our two research questions. To the
extent that our results are indicative of myopic management
of marketing resources, Mizik (2010) and Mizik and Jacobson
(2007) address how myopic management of marketing spend-
ing, e.g., at the time of a seasoned equity offering (SEO),
lowers stock market performance in the long run. Our two
important findings contribute to the theory of myopic man-
agement by (1) considering a new antecedent variable other
than SEO, i.e., analysts’ pressure, that is computed before
marketing spending is realized, i.e., ex-ante (not ex-post), (2)
introducing a new strategic variable, commitment to market-
ing spending during periods of analysts’ pressure, which is
found to drive stock market performance, and (3) including
all firms in the empirical analysis, not just firms with negative
earnings surprises (Mizik 2010), or firms embarking on sea-
soned equity offerings (SEOs) (Mizik and Jacobson 2007).
These differences are important because (1) analysts’ pressure
is much more pervasive or frequent than SEOs and (2) the ex-
ante variable (relative to the ex-post measure) is not suscepti-
ble to marketing spending manipulation during the period. In
the additional analyses section, we show that the effect of
analysts’ pressure on marketing spending is statistically sig-
nificant even after we control for (1) SEOs and (2) other ex-
post earnings pressure measures.

Hypotheses

In this section, we develop two hypotheses on the effects of
(1) analysts’ pressures on marketing spending and (2) com-
mitment to marketing spending through past periods of ana-
lysts’ pressures on stock market returns.

Effect of analysts’ earnings expectations on marketing
spending

The hypothesis on the effect of analysts’ pressures on market-
ing spending is based on the simple notion and finding from
accounting/finance research that managers are motivated to
meet earnings expectations to avoid stock price declines and
they may even do this by cutting spending in the short term in
a way that compromises long-term performance. One reason
is that the stock-based compensation of top five executives is
based more on current/near-term stock prices (Currim et al.
2012).

When analysts’ pressures put the stock prices of firms at
risk, top executives can employ a variety of cost reduction
(e.g., cutting marketing, R&D, overhead maintenance, em-
ployee training programs, travel budgets, or overproduction
to lower cost of goods sold) or revenue generating (e.g.,

selling assets or price discounts) strategies (Dechow and
Sloan 1991; Roychowdhury 2006), all being possible ways
to help boost earnings. Cost reduction or revenue generation
strategies are important because decreases (increases) in earn-
ings are associated with declines (increases) in price earnings
multiples (Barth et al. 1999). In addition, firms that meet or
beat current analysts’ earnings expectations enjoy a higher
return than firms with earnings forecast errors that fail to meet
expectations since investors know when analysts’ expecta-
tions are met (Bartov et al. 2002). However, cost reduction
strategies, relative to revenue generation, have more certain
short-term impacts. Mizik (2010) refers to this as “inter-tem-
poral borrowing” of earnings or “myopic management” be-
cause the manager is increasing earnings in the short term by
cutting marketing investments shown to have long-term ef-
fects (Srinivasan and Hanssens 2009), without necessarily let-
ting investors know the tradeoff made (Dichev et al. 2012).

HI: An increase in pressure from analysts’ earnings expec-
tations will be associated with a current period decrease
in firms’ marketing spending.

Effect of commitment to marketing spending
under analysts’ pressures on stock market return

The second hypothesis suggests that greater commitment to
marketing spending through past periods of pressures from
analysts’ earnings expectations will be useful to build market-
ing assets over time and higher longer-term stock market per-
formance. The hypothesis relies on studies in the marketing
literature which link marketing assets to stock market returns
and provide a rationale to support the effects of greater com-
mitment to marketing spending through past periods of ana-
lysts’ pressures on future stock market returns. These studies
focus on marketing assets such as perceived product quality
(Aaker and Jacobson 1994), brand equity (Barth et al. 1998),
brand attitude (Aaker and Jacobson 2001), customer lifetime
value (e.g., Gupta et al. 2004), and customer satisfaction (e.g.,
see Gupta and Zeithaml 2006 for a review).

The theory is that these marketing assets protect the firm
from price competition created by lower quality brands
(Blattberg et al. 1995), because they reduce product substitut-
ability (Mela et al. 1997), lower price sensitivity (Kaul and
Wittink 1995), and increase customers’ willingness to pay a
price premium (Ailawadi et al. 2003). These assets also in-
crease the receptiveness and loyalty of consumers and distrib-
utors (Kaufman et al. 2006), help the firm enter new markets
(Srivastava et al. 1998), up-sell and cross-sell customers
(Kamakura et al. 2003), and protect pioneering firms by en-
abling a higher level of marketing effectiveness (Bowman and
Gatignon 1996).
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Consequently, greater commitment to marketing spending
(advertising, customer service, etc.) through past periods of
analysts’ pressures can create and reinforce marketing assets,
which can improve financial performance (Barth et al. 1998). In
contrast, lower commitment to marketing spending through
past periods of analysts’ pressures can lead to price discounting
(Neslin 2002) and brand erosion, which lowers reference price
(Kalyanaram and Winer 1995) and future financial performance
(Barth et al. 1998). This is a key reason why managers may
want to resist cutting marketing spending under analysts’ pres-
sures. What makes greater commitment to marketing spending
under analysts’ pressures special is that it allows continuous
reinforcement and maintenance of marketing assets even
through the most challenging times during which there is pres-
sure at the highest levels in a firm, i.e., the CEO and CFO, to
reduce spending and allow assets to deteriorate, in order to
avoid a lower short-term stock market return. Consequently:

H2: Firms’ greater commitment to marketing spending
through past periods of analysts’ pressures will be pos-
itively associated with current period stock market
returns.

IfH2 is found to be true, in order to achieve the higher stock
market performance associated with commitment to marketing
spending and asset creation (H2), managers will need to resist
the short-term motivation to cut marketing spending when un-
der analysts’ pressures (H1). In our context, the difference be-
tween analysts’ forecasts and the firm’s expected earnings is
observed at the beginning of the year, which influences mar-
keting spending during the year, and consequently affects firm
performance at the end of the year (Fig. 1). There may be other
performance based drivers of spending (H1), such as Market-
to-Book, ROA, and liquidity, which will be employed as con-
trols described in the model section to test H1.

Basically, if H1 and H2 are supported, the story can be
summarized as follows: Firms respond to analysts’ pressures
by cutting short-term marketing spending (H1); however, if
they can resist these pressures and stay the course with their
marketing investments, they will enjoy higher longer-term
stock performance (H2).

Moderation effects

As indicated earlier, we explore firm- and industry-based
moderator variables to determine whether and why certain
firms or industries (1) are more prone to reduce marketing

Fig. 1 An example of the |

spending under analysts’ pressure and (2) have higher stock
market performance associated with commitment to market-
ing spending. For example, we explore industries with high
versus low (1) R&D spending and (2) growth. We chose in-
dustry R&D spending and growth because industries with high
R&D spending (and growth) are innovation oriented, e.g., fo-
cused on value creation through new products over value ap-
propriation through marketing spending. Consequently, when
under analysts’ earnings pressure, firms in these industries are
more likely to decrease short-term marketing spending.
However, it is also possible that high R&D spending and
growth industries need to inform and persuade markets more
frequently about their more frequent product introductions,
which would suggest a greater importance of commitment to
marketing spending in the longer term or association with stock
market performance. We also explore firms that belong to an
industry’s top four market share firms versus other lower mar-
ket share firms. We chose high versus low market share firms
because when under analysts’ pressure, lower market share
firms, because of their follower status, may be more likely to
cut short-term marketing spending than leading firms.
However, it is also possible that lower market share firms
may benefit more in the longer term by remaining committed
to marketing spending, i.e., experience higher stock market
performance, because the commitment to marketing spending
builds brand assets in the longer term, relative to higher market
share firms with established brand assets.

Model

We present the model in two steps: (1) the major variables
involved in hypothesis testing, i.e., marketing spending, ana-
lysts’ pressure, commitment to marketing spending under past
periods of analysts’ pressure, and stock market returns,
followed by (2) the models for hypothesis testing.

Marketing spending

Marketing spending is defined as the difference between firm
1’s actual marketing spending (M;,) and the normal (expected
or predicted) marketing spending (M, ) to sales ratio at time t,
in order to consider the unexpected marketing spending dur-
ing the period. This definition allows marketing spending to
be benchmarked by what is predicted or expected during the
time period based on observations of past spending and
returns on assets. Following Anderson and Hsiao (1982),

timeline of events 2008 2009

Earnings Pressure; =

2010

f t

Marketing Spending; Firm Performance;

Analysts’ EPS; — Expected EPS;
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Mizik and Jacobson (2007), and Mizik (2010), the expected
marketing spending is estimated using a time-series panel data
model with two period lags:

Mi—M; = 8g; + &, (Mim—mm) + 6 (Mn—z—mt—z)
+03 (ROAit—l—Wt—l) + 04 (ROAit—Z_Wt—Z) + i
(1)

where M;, = Marketing spending to sales ratio of firm i during
year t where marketing spending is defined as SG&A exclud-
ing R&D, M; = Mean for the M;series during year t to adjust
for the time effect of marketing spending, ROA;; = Return on
assets of firm i during year t, and ROA; = Mean for the ROA;

series during year t. We then predict Mj; using the estimated
coefficients in the model above.

Mi—M, = d¢; + &, (Mit—l—Mt—l) + 8, (Mit—z—Mt—z)
+85 (ROAH —ROAH) + 8, (ROAit_z—ROAt_z)
(2)

Finally, we compute Mit—ﬁit to determine the unexpected
marketing spending to sales ratio or whether the firm increased
or decreased marketing spending relative to the expected mar-
keting spending to sales ratio. Although SG&A spending has
limitations, two primary advantages over advertising spending
are that SG&A spending (1) is reported more frequently than
advertising spending and (2) includes other promotion or
commercialization effects, e.g., direct sales, distribution,
market research, trade promotions, and related activities,
which are important in industries where commercialization
is primarily accomplished through means other than advertis-
ing (Brower and Mahajan 2013). Consequently, while the
SG&A-R&D measure contains some non-marketing
spending, it contains more types of marketing spending
than advertising does. Table 1 shows there is precedence
in the literature for the use of SG&A-R&D based market-
ing spending measures.

Analysts’ pressure

We define analysts’ pressure, AP;,, following the strategy lit-
erature, as the gap between consensus of analysts’ earnings
forecast and the company’s expected earnings (Zhang and
Gimeno 2010). The firm’s expected earnings are not a simple
extrapolation of past earnings but based on earnings in the past
period as well as recent stock returns, which includes all new
market information such as changes in the external environ-
ment (e.g., demand) and internal operations (e.g., new prod-
ucts). Specifically, following Zhang and Gimeno (2010), we
estimate the analysts’ pressure that firm i faces at the

beginning of year t as the difference between a consensus of
analysts’ earnings per share (EPS hereafter) forecasts for year
t, Fj;, and the estimate of its expected earnings, E[EPS;], stan-
dardized by its stock price at the end of year t-1:

AP;; = (Fy—E[EPS;])/Stock Pricej (3)

We adjust earnings pressure by the firm’s stock price at the
beginning of the year, following Skinner and Sloan (2002). The
main reason for this adjustment is that, although earnings are
comparable across firms, EPS are not comparable because firms
vary in the number of shares outstanding. In other words, the
number of shares outstanding is decided by each firm because
companies differ on their tendency to split stocks to make shares
more affordable, hence EPS varies across firms. For example, a
$1 EPS gap (between the consensus of analysts’ EPS forecast
and the company’s expected earnings) for Facebook is large
(latest EPS = $3.47, outstanding shares = 2.35B), but will be
very small for Berkshire Hathaway (latest EPS = $14,155, out-
standing shares = 784,669). Dividing by stock price (per share)
provides an adjustment to earnings pressure as a percentage of
stock price, which enables comparisons across firms. The reason
for employing a lagged value of stock price (t-1) instead of a
concurrent stock price (t) is as follows. Analysts’ pressure at
time t is based on expected EPS at time t which in turn is
dependent on realized EPS at t-1 and the expected change in
EPS from t-1 to t. Therefore, we scale the numerator by Stock
Price at t-1 in the denominator. Expected earnings E[EPS;] is
calculated as the sum of the firm’s earnings in year t-1 and the
estimated change of its earnings in year t:

E[EPS;] = EPS;; + E[AEPS;] (4)

Our operationalization is identical to Zhang and Gimeno’s
(2010) method, adopted from Matsumoto (2002) in the ac-
counting literature, to estimate the change of a firm’s earnings
in year t. In particular, we use the following regression to
estimate the changes of EPS using all other firms in the same
industry in the prior year:

AEPS;;/Pi-1 = oty + ot1ji( AEPS;—1 /Pir2)
+ 0t CRET;- + 0j (5)

where AEPS;; = EPS for firm i in year t minus EPS for the
same firm in year t-1; Py, = price per share for firm i at the end
of'year t; and CRET;; = cumulative daily excess return for firm
i in year t obtained from CRSP. Returns are cumulated from
3 days after the last yearly earnings announcement to 5 days
prior to the last round of analysts’ earnings forecasts made
before year t starts. The specification of the equation above
adjusts differential earnings gaps by stock price (high versus
low) to allow comparisons of differential earnings gaps across
firms (growth versus value). The rationale is that growth firms
have higher earnings expectations but also higher stock prices
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relative to their EPS bases. Subsequently, we use the parame-
ter estimates from the prior firm-year to calculate the expected
changes in EPS at the beginning of year t by:

E[AEPS;] = [&Ot—l + &1 (AEPS- /Pi2) + 5621—1CRETn—1] X Pi

(6)
This measure of analysts’ pressure is different from the one
used by Payne and Robb (2000). They use the gap between
earnings forecast consensus and pre-managed earnings, where
pre-managed earnings are calculated as reported earnings mi-
nus discretionary accruals (Jones 1991), to measure pressure to
meet earnings forecast consensus. Although the Payne and
Robb (2000) measure is appropriate to identify accounting ma-
nipulations to meet earnings expectations, it is less applicable in
our context. Our focus is to determine whether and how ana-
lysts’ pressure at the beginning of the period (i.e., ex-ante)
subsequently impacts marketing spending during the period.
Their measure can only be calculated after earnings are an-
nounced (i.e., ex-post), and only capture analysts’ pressure that
could not be met through changes in marketing spending or
other business decisions. Our measure of analysts’ pressure is
also different from other ex-post measures employed by Mizik
(2010) and Chapman and Steenburgh (2011) to motivate earn-
ings manipulation, i.e., (1) whether and how much EPS; is
lower than analysts’ consensus forecast in period t, (2) whether
and how much EPS is lower than EPS,,, and (3) whether and
how much EPS,; is lower than analysts’ consensus forecast in
period t-1. The correlation between our and their two measures
is about 0.2. In our analysis and additional analysis sections we
show that our results hold when we do not, as well as when we
do control for these other pressure measures, respectively.

Commitment to marketing spending under past periods
of analysts’ pressure

MCmt;, is past commitment to marketing spending under an-
alysts’ pressure and defined as follows:

P ~ —
MCmt 4 = Zo dit—pAPir—p (Mit*p_Mit*p)e P

p—
‘ . (7)
where g — 4 1 if (Micp iy ) 20 and APy > 0

0 otherwise

where p is defined as all past periods in the firm’s history
during which it demonstrates commitment to marketing

spending (M M ) > 0 under analysts’ pressure (AP > 0).2

2 Following the definition, all such periods in the firm’s history between 1987
and 2009 are considered. Periods during which the firm does not exhibit
commitment to marketing spending when under analysts’ pressure or when
the firm is not under such pressure are not considered under the summation
sign. We conduct analyses related to such periods in the additional analyses
section to investigate whether consideration of such periods affects results of
hypothesis testing to confirm the robustness of the result.

@ Springer

In such periods, dy., will take on a value of 1, and 0 otherwise.
For each of the past periods during which the firm is under
analysts’ pressure and actual marketing spending is higher
than expected, we consider the magnitude of unexpected mar-
keting spending, i.e., deviation of actual marketing spending
from the expected marketing spending to sales ratio (Mizik
2010; Mizik and Jacobson 2007), and the magnitude of ana-
lysts’ pressure (Matsumoto 2002; Zhang and Gimeno 2010),
and accumulate the resulting commitment over past periods in
the firm’s history. We take the product of unexpected
marketing spending and analysts’ pressures because a
higher level of marketing spending relative to what is
expected during the time period, in the presence of a
higher level of analysts’ pressure represent a higher level
of the firm’s commitment to marketing spending.” We
employ discounting because past research has indicated
that the benefit of accumulated experience and invest-
ments to organizations may decay over time (Argote
et al. 1990). We assumed exponential (1/exp.(p), where
p=1t03,5, 10, or all past years), linear (1/p), and square
discounting ( l/pz), however, we note in the results section
that the results of testing H2 are not sensitive to different
ways and time horizons of discounting.*

Compounded unexpected stock return

CAR, the dependent variable, is the compounded unexpected
stock return defined following Mizik (2010) as follows:

CAR; = log[!2,[1 + {Ret;n—E(Retin)}] (8)

where E(Retim) = 61i(Retmarket,m_Retrisk—free.m) + £2iSBm+
$3iHLm + €4iMOm~ (Retma.rkct,m - Retrisk—frcc,m) is the risk-free
market return; SB,, is the difference between the return on a
value-weighted portfolio of small stocks and the return on a
value-weighted portfolio of big stocks; HL,, is the difference
between a value-weighted portfolio of high book-to-market

3 1t is not necessarily that, for example, MCmt in year 10 for firm A will be
greater than MCmt in year 5 for firm B, even if an unlimited time frame is
employed for the discounting. For example, if firm A had 10 of 10 years during
which it did not maintain a commitment to marketing spending to sales ratio
under analysts’ pressure, then d;, in Eq. (7) will be 0 and hence MCmt will be
zero. In contrast if firm B had 1 year of 5 during which it did maintain a
commitment to marketing spending under analysts’ pressure d;., will be 1
for that 1 year so that MCmt will be higher for firm B relative to firm A.
MCmt is also based on the magnitude of unexpected marketing spending.
Consequently, two firms which are similar on the number of years during
which they are committed to marketing spending under analysts’ pressure,
one firm can still have a higher MCmt than the other if one firm increases
unexpected marketing spending more than the other.

4 p is the time period which is variable across firms and comprises the entire
history of the firm. If the history is 10 years p is 10. In addition to the entire
history of the firm which varies over firms, we empirically tried several fixed
values of p, 1-3, 5, and 10 years, to test whether the corresponding results are
robust with respect to the statistically significant positive effect of commitment
to marketing spending under analysts’ pressure on stock market performance
(H2) reported in the paper.
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stocks and the return on a value-weighted portfolio of low
book-to-market stocks; MO,, is the momentum factor, the
difference between the average return on the two (small and
large size) high prior-return portfolios and the average return
on the two (small and large size) low prior-return portfolios
computed in month m; which are available from Kenneth
French’s data library posted on his Web site. ¢j;, <, i,
and ¢; are generated from estimating the Fama and French
three-factor model (Fama and French 1992, 1996) augmented
with the momentum factor as in the Carhart model (Carhart
1997) for each firm i:

RetimfRetrisk—free,m = Goi + S1i (Retmarket,m*Retrisk—free,m)
+ §2iSBm + §3iHLm + §4iMOm + Qim

CAR;; at t = 0 or CARy is defined as current period
abnormal returns, i.e., summed over months within a year.
As a robustness check, we use (1) compounded or total
stock returns in the current year (TSRy) (Mizik 2010;
Mizik and Jacobson 2007) and (2) unexpected stock
returns suggested by Barber and Lyon (1997),> CTSR,
in the current year. This measure employs, for each sam-
ple firm, a control firm in the same industry with close
market values and book-to-market ratios, enabling the
computation of unexpected returns based on the difference
between the stock returns for the sample firm versus the
matched firm (Mizik and Jacobson 2007). Note that TSR are
raw returns in the current year hence firm and time fixed
effects are included when testing H2 while CTSR are returns
relative to matched firms in the same year consequently time
effects are not included. Firm effects are included to allow for
imperfections in matching. If matching is perfect firm effects
will be insignificant.

Model to test H1

The model to test H1 is:

MM, = Bo + B1APi-; + BoMTBi; + B3SLACK -
+ B4ROA - + 5 YEAR, + ¢ 9)

For H1 to be supported, (3, < 0. Earlier we provided details
on the definition and estimation of the main dependent and
independent variables, marketing spending (Mi—Mj) and an-
alysts’ pressure (AP;.), respectively. Note that marketing
spending is defined as actual marketing spending relative to

> The measure proposed by Barber and Lyon (1997) requires choosing a
control firm for each sample firm, from all firms in the same time period and
two-digit standard industrial classification (SIC), with a market value of equity
between 70% and 130% of that of the sample firm, and book-to-market ratio
closest to that of the sample firm. We then calculate the unexpected return
measure as the difference between the compounded stock market returns of the
sample and matched firms.

predicted spending in a period. We looked at several finance/
accounting and marketing papers to decide on the main
controls. Consequently, while controls selected have pre-
cedence in the literatures, their inclusion is also supported
by the following qualitative reasoning. When attempting
to determine the effect of analysts’ pressure on unexpect-
ed or abnormal marketing spending, one must control for
other factors that may drive unexpected marketing spend-
ing. One such factor is the firm’s resources measured ei-
ther by previous period returns, e.g., ROA in the financial
market (Hubbard 1998) or firm liquidity or cash on hand,
e.g., SLACK (Hubbard 1998). Another factor which can
drive unexpected marketing spending is the growth opportu-
nity of the firm, e.g., Market to Book (MTB) (Kaplan and
Zingales 1997). Finally we include time fixed effects
(YEAR) which control for other variables related to time such
as the economy, competition, etc. MTB is calculated as the
firm’s market value divided by total book value of assets.
SLACK is calculated as 1 minus the ratio of the firm’s total
book value of long-term debt-to-equity. ROA is calculated as
the firm’s net income divided by total book value of assets.
These three control variables are lagged by one period because
decisions in the current period are based on outcomes and
opportunities observed in the prior period.

Model to test H2

The model to test H2 is:

! ! ! P
CAR;; = B, + BMCmt;; + 3, > APitp
p=1

! P A ! ’
+ 63 Z (Mit'PiMit'P> + [‘))4tYEARt + Eit (10)
p=1

For H2 to be supported, [5/1 > 0 where [3,1 is higher perfor-

mance (if B’I > 0) or lower performance (if (5’1 < 0) for com-
mitment to marketing spending. Note that CAR defined in
Eq. 8 is relative to the firm’s predicted return in the period
(not observed return in the previous period) which accounts
for firm but not time fixed effects. Therefore, time fixed ef-
fects (YEAR) were included in Eq. 10. MCmt defined in Eq. 7
involves an interaction effect of abnormal marketing spending
and analyst pressure accumulated over time. Consequently,
the corresponding main effects of analyst pressure accumulat-

P
edovertime, ), APj.,, and marketing spending accumulated
p=1

P ~
over time, . (Mjp~Miyp), are included in Eq. 10. Hence,
p=1

market spending levels are included as differenced from pre-
dicted spending in the main and interaction explanatory vari-
ables in Eq. 10.
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Empirical test
Sample

Our sample was compiled from Institutional Brokers
Earning System (I/B/E/S), COMPUSTAT, and CRSP da-
tabases. The I/B/E/S database provides institutional ana-
lysts’ expectations of several financial performance vari-
ables for U.S. publicly traded companies and summary
statistics (e.g., mean, median, standard deviation) of insti-
tutional analysts’ annual expectations for each company.
Standard & Poor’s COMPUSTAT database comprises fi-
nancial information for all U.S. publicly traded compa-
nies, including marketing spending. CRSP’s database
maintains the stock price, return, and volume data for
the NYSE, AMEX, and NASDAQ stock markets. We
combined the I/B/E/S, COMPUSTAT, and CRSP data-
bases by year employing the CUSIP/GVKEY match
assigned to each firm. We combined the databases by year
because firm budgetary decisions including marketing
budgets are decided annually (Mizik 2010; Mizik and
Jacobson 2007), although we tested the hypotheses
employing quarterly data as well to check the robustness
of the results under the additional analysis section.® We
built our sample from all companies that were in the
COMPUSTAT database during the period of 1987-2009.
We begin with 1987 because of the sparse observations in
the I/B/E/S database before 1987. For each period or year
in the annual data sets from COMPUSTAT we consider
the analysts’ pressure closest to the beginning of the year.

Results

Descriptive statistics of our sample are presented in Table 2. In
Panel A, 1987-2009, we observe that on average, 58% of
firms are under analysts’ pressures, and 29% of firms cut
marketing spending when under analysts’ pressures. These
observations reveal that analysts’ pressure is a pervasive phe-
nomenon, and that there is good variance in the sample on
firm marketing spending behavior when firms are under ana-
lysts” pressures.” In Panel B, we provide the definitions,
means, and standard deviations for our dependent and inde-
pendent variables including the sources of the variables.
Equation 1 on unexpected marketing spending is estimated

¢ Another reason we aggregated to the year is because there are more missing
values of marketing spending data at the quarterly level. In the additional
analysis section, we conducted an analysis at the quarterly level based on
quarterly earnings pressure and found that the results on HI and H2 are robust
relative to aggregation to the year.

7 The data in Table 2 are purely descriptive. In other words, in Table 2 we
compute the percentage of firms under earnings pressure during a certain
period which cut marketing spending from the previous period. This compu-
tation does not employ the corresponding model or the associated control
variables to determine marketing spending.

@ Springer

in order to test H1. That estimation involved 17,969 observa-
tions from 2415 firms, with a mean number of 6 observations
per firm. A frequency distribution of the number of firm-year
observations employed for the prediction of unexpected mar-
keting spending is provided in Online Appendix Table 1. A
correlation matrix of all variables employed in the correspond-
ing models is provided in Online Appendix Table 2. The cor-
relation between AP and control variables in Eq. 9 to test H1
was found to be less than 0.2. The correlation between MCmt
and other independent variables in Eq. 10 to test H2 was found
to be less than 0.2. Consequently, collinearity concerns are
mitigated.

Next, we describe results of models testing H1 (Eq. 9)
and H2 (Eq. 10). When estimating each of the two models
to test Hl and H2, we dropped missing values. In other
words, we estimated models based on the maximum sam-
ple available to maximize the quality of the parameter
estimates employed to test H1 and H2. First, we describe
results of testing H1 (Table 3). As hypothesized in H1, an
increase in pressure from analysts’ earnings expectations
is found to be associated with a current year decrease in
marketing spending relative to the expected marketing
spending (p < .01). Consequently, HI is supported.®
Regarding the effect size, Online Appendix Fig. 1 Panel
A shows that when the average earnings pressure doubles
from 0.03 to 0.06, unexpected marketing spending de-
clines from —6.4% to —6.8% of total sales, or from
—27.8% to —29.5% of total marketing spending. H1 is
supported when we consider the marketing spending to
asset ratio as well as the marketing spending to sales ratio.
Regarding controls utilized, a firm’s MTB ratio, SLACK,
and ROA are found to be positively associated with un-
expected marketing spending (all p < .01), indicating that
its growth potential as judged by the capital market, its
ability to spend as measured by its cash position, and its
financial returns, all result in a higher than expected mar-
keting spending to sales ratio.

Second, to test H2, we report results in Table 4 for
compounded unexpected stock return CAR; (Eq. 10) for
t = 0. The model is estimated using a panel regression
approach. In addition, we report results for total stock
return, TSRy, ¢ = 0, and unexpected stock return (Barber
and Lyon 1997), CTSR,, ¢ = 0, to test whether the finding
based on CAR; is robust to different measures of stock
market return. As hypothesized in H2, commitment to
marketing spending through past periods of pressure from
analysts’ earnings expectations is found to be positively
associated with stock market returns in the current period.

8 The correlation between predicted and actual marketing spending is 0.70,
showing the predictive power of the marketing spending model. The errors of
Eq. 9 are found to be uncorrelated with the explanatory variables (correlations
are less than 0.01).
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Table 3  Effect of pressure from analysts’ earnings expectations on
marketing spending to sales ratio decisions

Table 4 Relationship between commitment to marketing spending to
sales ratio under analysts’ earnings pressures and stock market return

Mit_Mit
Unexpected marketing spending to
sales ratio (Actual —Predicted)

Main independent variable

APy —0.139%#*
(0.014)
Control variables
MTB 0.020%*
(0.001)
SLACK 0.102%%*
(0.005)
ROA 0.609%*
0.011)
Intercept and dummies
Intercept —0.018%*
(0.008)
Year fixed effects Included
Number of observations 17,426
Number of firm dummies 2706
Adj. R? 0.682

*p<.1, ¥*p < .01, #*p <.001, respectively, in a two-tailed test. Pressure
from analysts’ earnings expectations is a continuous variable. Control
Variables enter in lagged form. The result on the effect of pressure on
marketing spending also holds if we use the marketing spending to asset
ratio

Consequently H2 is supported. Regarding the effect size,
Online Appendix Fig. 1 Panel B shows that when average
marketing commitment doubles from 0.03 to 0.06,
compounded abnormal return increases from —4.68% to
—4.65%. We used the Hausman-Wu endogeneity test
(Baum et al. 2003) to test whether marketing commitment
is independent from remaining contemporaneous errors.
We implemented the test using instruments that are lagged
one period beyond the error term. The F-statistic was not
significant (Fy 13,113 = 1.76, p > 0.1). This indicates that
marketing commitment is not correlated with remaining
contemporaneous errors, and consequently we do not
need instruments to control for endogeneity.

Moderation effects We explored the following industry based
moderation effects that might strengthen or weaken the
relationships we find in our analysis: (1) high versus
low R&D industries (based on a median cut on R&D
spending as a ratio of sales across industries), which re-
veals that our results for H1 (the short-term effect of an-
alysts’ pressure on marketing spending) and H2 (the
longer-term effect of commitment to marketing spending
under analysts’ pressure on stock market performance) are

@ Springer

CARy TSRg CTSR,
Main independent variables
MCmt; 0.010%* 0.014%#%  (,018%*
(0.005) (0.005) (0.008)
P 0.015%* -0.000 0.005
Y. APy,
p=1 (0.004) (0.004) (0.007)
£ (Mit-p*Mn-p) 0.005 0.001 0.001
p=1 (0.005) (0.005) (0.008)
Intercept and dummy variables
Intercept 0.055%* 0.185%*%  —(0,020%**
(0.033) (0.025) (0.006)
Year dummies Included Included  Not included
Firm dummies Notincluded Included Included
Number of observations® 16,619 17,969 16,670
Number of firms 2383 2415 2387
Adj. R? 0.03 0.18 0.00

*p <.1, ¥¥p < .05, **¥p < .01, respectively, in a two-tailed test. MCmt;; is
P
commitment to marketing spending under analyst pressure. Y, APj., is
p=1

P ~
cumulated earnings pressure. Y. (Mn_p—Mit.p) is cumulated unexpected
p=I

marketing spending to sales ratio. CAR is compounded risk-adjusted
unexpected stock return. TSR is total stock return. CTSR is unexpected
stock return (Barber and Lyon 1997). The results above also hold for (1)
the marketing spending to asset ratio and (2) whether or not controls
(ROA, Sales) are employed (corresponding Tables are available from
authors).

# The sample employed in Table 4 is different from that in Table 2 Panel B
and Table 3 because of missing values. In addition, the samples employed
for CAR, TSR, and CTSR in this table vary because of missing values.
We employed the maximum available sample for each regression to
achieve the best quality parameter estimates

found to be driven by high R&D industries (Tables 5 and
6 respectively),” and (2) high versus low industry growth
(based on a median split of 5 year compounded industry
revenue growth), which reveals that while our results for
H1 are observed for both high and low growth industries
(Table 7), our results for H2 are driven by high growth indus-
tries (TSR and CTSR, Table 8). We also explored a firm-based
moderator, whether the firm belongs to the industry’s top four
market share (based on the four-digit industry SIC code) or
other lower market share firms, and found that while H1 is
supported for both types of firms (Table 9),'° the results on H2
are driven by lower market share firms (Table 10).

% In Table 5,-.171 is statistically significantly different from 0 (p < .01) while
—.03 is not statistically significantly different from 0.

19 1 Table 9 the coefficients for the effects of analysts’ pressure on marketing
spending (for top four market share firms in an industry versus other firms) are
statistically significantly different (p <.001).
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Table 5 Moderation effect of high versus low industry R&D spending
to sales ratio on H1 effect of analysts’ pressure on marketing spending to

sales ratio decisions

Abnormal marketing spending to sales ratio
(observed —predicted)

Additional analyses We conducted a number of additional
analyses aimed at testing the robustness of the results de-
scribed in Tables 3 and 4 earlier. First, a commonly used
approach in long-run event studies is the calendar time port-

folio (CTP) approach developed by Jaffe (1974) and

Mandelker (1974), and recommended by Fama (1998). For
each calendar year we computed the return of an equally weight-
ed portfolio of companies that have positive accumulated mar-
keting commitment in the last year. The return of this
“commitment portfolio” is denoted Ret,,,, where u indi-
cates that the portfolio consists of companies with positive
accumulated marketing commitment and m denotes the
calendar month. The Fama-French-Carhart four factor
model (Carhart 1997; Fama and French 1992, 1996) is

used to compute the unexpected return of this portfolio:

High industry R&D*  Low industry R&D
Pressure from analysts’ —0.1717%%%* —0.030
earnings expectations (0.017) (0.022)
Control Variables
Market-to-book 0.01 83 0.0293s#:#
(0.001) (0.002)
Slack 0.103%:* 0.08 ] s
(0.006) (0.009)
ROA 0.5873: 0.730%#*
(0.013) (0.032)
Intercept and dummies
Intercept —0.007 —0.018
(0.011) (0.013)
Year fixed effects Included Included
Firm fixed effects Not Included Not Included
Number of observations® 12,917 4509
Adj. R? 0.658 0.777

*p<.1, ¥*p<.05, ¥*¥*p < .01, respectively, in a two-tailed test. Pressure
from analysts’ earnings expectations is a continuous variable. Control
Variables enter in lagged form.

*Industry R&D is based on a median split on R&D spending as a ratio of

sales across industries.

® The median split is by industry therefore the number of observations in
high and low groups is different

! !
Retum_Retrisk-free,m =G T glu(Retmarkegm_Retrisk-free.m)

+ §/2uSBm + CguHLm + gituMOm + (pilm

where definitions of all independent variables are identical
to those in the earlier section on Compounded Unexpected

Stock Return. Assuming that the broad-market return and

the Fama-French-Carhart four factors adequately describe
average returns, the parameter of interest, cl()u, can be
interpreted as the average unexpected return associated

with holding this simulated portfolio. The results show that

Table 6 Moderation effect of high versus low industry R&D spending to sales ratio on H2 relationship between commitment to marketing
spending to sales ratio under analysts’ pressures and stock market return

CARy TSRy CTSR,
High R&D Low R&D High R&D Low R&D High R&D Low R&D
Main variables
MCmt;, 0.012%* —-0.010 0.013%* 0.017 0.019* 0.028
(0.005) (0.012) (0.006) (0.013) (0.010) (0.020)
P 0.018%:* 0.012 —0.001 —0.008 0.008 —-0.007
p:OZi)r . APitp (0.005) (0.009) (0.005) (0.009) (0.009) (0.013)
P - 0.005 0.001 —0.000 —0.021* 0.002 —-0.011
pfOZm 1 (Miep=Micp) (0.005) (0.010) (0.006) (0.011) (0.009) (0.015)
Intercept and dummy variables
Intercept 0.062 0.038 0.99 ek 1.207%%* —0.023 %k —0.009
(0.040) (0.056) (0.312) (0.045) (0.007) (0.009)
Year dummies Included Included Included Included Not included Not included
Firm dummies Not included Not included Included Included Included Included
Number of observations® 12,210 4409 13,251 4718 12,252 4418
Number of firms 1934 731 1961 746 1937 733
Adj. R? 0.042 0.043 0.196 0.195 0.000 0.001
. . . P .
*p <1, #* p< .05, #**p < .01, respectively, in a two-tailed test. MCmt;is commitment to marketing spending under analyst pressure. ), APy, is
p=0orl

cumulated earnings pressure.

P
)

p=0or 1

unexpected stock return. TSR is total stock return. CTSR is unexpected stock return suggested by Barber and Lyon (1997).

#The median split is by industry therefore the number of observations in high and low groups is different

(Mit.p—Mit_p) is cumulated unexpected marketing spending to sales ratio. CAR is compounded risk-adjusted

@ Springer
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Table 7 Moderation effect of high versus low industry growth on H1
effect of analysts’ pressure on marketing spending to sales ratio
decisions

Abnormal marketing spending to sales
ratio (observed —predicted)

High industry Low industry
growth® growth
Pressure from analysts’ —0.166%*** —0.098***
earnings expectations (0.018) (0.020)
Control variables
Market-to-book 0.018#** 0.024 %
(0.001) (0.002)
Slack 0.1 ]k 0.088*
(0.006) (0.007)
ROA 0.603 % 0.608%**
(0.015) (0.017)
Intercept and dummies
Intercept —0.008 —0.020*
(0.013) (0.012)
Year fixed effects Included Included
Firm fixed effects Not included Not included
Number of observations® 9862 7535
Number of firm dummies
Adj. R? 0.682 0.690

*p<.1, ¥*p < .01, #*¥p <.001, respectively, in a two-tailed test. Pressure
from analysts’ earnings expectations is a continuous variable. Control
Variables enter in lagged form.

Industry growth is based on a median split of 5-year compounded in-
dustry revenue growth.

® The median split is by industry therefore the number of observations in
high and low groups is different

for the following 12 months, the average monthly unex-
pected return, <, turns out as 0.2% (p < 0.001). This
suggests that the positive effects of the marketing commit-
ment variable found in Table 4 are also robust with the
alternative approach of calendar time portfolio returns.

Second, while the main results for H1 and H2 are for the
marketing spending to sales ratio, we conducted similar tests
for H1 and H2 employing the marketing spending to assets
ratio (Mizik 2010; Mizik and Jacobson 2007). H1 is supported
(p < .05); H2 is supported for CAR, TSR, and CTSR (each
p <.0l).

Third, we tested H1 and H2 for the R&D spending to sales
ratio. R&D spending is another important decision, a commit-
ment to which can lead to assets such as innovative products,
brand building and stock market return. H1 is supported
(p < .01); H2 is supported for CAR and TSR (p < .01).

Fourth, in addition to commitment to marketing spending
under analysts’ pressures there are three other strategic options:
(1) commitment when not under pressure, (2) lack of

@ Springer

commitment under pressure, and (3) lack of commitment when
not under pressure. We constructed one variable for each of
these three additional options in the model to test for the ro-
bustness of the H2 result and assess the effect of each additional
option on stock return. The coefficients of the four commitment
options indicate that greater commitment under pressure gen-
erates the largest positive returns for CAR and TSR (p < .01).
Greater commitment under no pressure generates lower CAR
and TSR (p < .01). Finally, a lack of commitment when not
under pressure results in negative CAR (p < .01).

Fifth, we repeated the model estimations for testing H2
(Table 4) using additional controls for whether earnings were
met or not. This is accomplished by adding three control var-
iables: (1) earnings met with marketing spending cuts, (2)
earnings met without marketing spending cuts, and (3) earn-
ings not met with marketing spending cuts, all relative to the
base level of earnings not met without a marketing spending
cut. The results of testing H2 including the additional three
controls are consistent with those reported in Table 4 without
the three controls. Consequently, employing additional con-
trols for whether earnings are met or not is found to reinforce
the results described in the previous section.

Sixth, we computed the commitment measure employing
an initialization period comprising 20% of the data. This ini-
tialization period is intended to overcome a potential weak-
ness in measuring the commitment variable in earlier periods
when there are not enough observations to compute the vari-
able. The corresponding results when compared to Table 4 in
the paper are remarkably similar, i.e., the coefficients of mar-
keting commitment for CAR, TSR, and CTSR are positive
(p <.05).

Seventh, we re-estimated models for quarterly data and
found that H1 is also supported for quarterly data, i.e., the
coefficient of AP;; is negative (p < .01). The results for H2
are similar for CAR (p < .05). Basically, there is overlap be-
tween the results of annual and quarterly data.

Eight, since R&D spending has been shown to be influ-
enced by analysts’ pressures, we re-estimated the models con-
trolling for R&D spending and found that the results of H2 are
similar to those reported in Table 4 for CAR and TSR (both
p < .05). Consequently, controlling for R&D spending rein-
forces the results described earlier which did not control for
R&D spending.

Ninth, to investigate whether the results on H1 and H2
would be affected by error in the models on (1) marketing
spending and (2) analysts’ pressures, we re-estimated the
models to classify marketing spending (consensus of analysts’
EPS expectation) as being increased over predicted spending
(the estimate of expected earnings) when marketing
spending (consensus earnings expectation) was not just
greater than predicted spending (estimate of expected
earnings) but one standard deviation greater than predict-
ed spending (estimate of expected earnings). The results
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Table 8 Moderation effect of high versus low industry growth on H2 relationship between commitment to marketing spending to sales ratio

under analysts’ pressures and stock market return

CARq TSRy CTSR,
High growth Low growth High growth Low growth High growth Low growth
Main variables
MCmt; 0.011* 0.017* 0.020%** 0.008 0.0217%%* 0.021
(0.006) (0.009) (0.007) (0.009) (0.011) (0.018)
% APwy 0.0271 % 0.007 —-0.001 —-0.005 —0.001 0.002
p=0or 1 (0.007) (0.006) (0.007) (0.006) (0.012) (0.010)
P ~ 0.007 0.001 —0.001 0.004 0.010 0.003
p:ozm | (Mip~Misp) (0.006) (0.007) (0.007) (0.008) 0.011) (0.013)
Intercept and dummy variables
Intercept -0.018 0.079* 1.183%%:%* 1.193 %% —0.025%** —0.014*
(0.044) (0.043) (0.040) (0.034) (0.008) (0.008)
Year dummies Included Included Included Included Not included Not included
Firm dummies Not included Not included Included Included Included Included
Number of observations® 9245 7356 10,014 7935 9271 7381
Number of firms 1975 1778 2017 1822 1980 1783
Adj. R? 0.043 0.023 0.165 0217 0.001 0.000

P
*p <1, #¥p <05, #*¥¥p < .01, respectively, in a two-tailed test. MCmt;is commitment to marketing spending under analyst pressure.  » APy, is

P
cumulated earnings pressure. Y.
p=0orl

p=0or 1

(Mit_p—Mit_p) is cumulated unexpected marketing spending to sales ratio. CAR is compounded risk-adjusted

unexpected stock return. TSR is total stock return. CTSR is unexpected stock return suggested by Barber and Lyon (1997).

# The median split is by industry therefore the number of observations in high and low groups is different

of HI1 are similar to those reported in Table 3, i.e., the
coefficient of AP is negative (p < .01). The results for H2
are similar to those reported in Table 4, i.e., the coefficient of
MCmt for CAR is positive (p < .05). These results indicate
that small differences between actual and predicted marketing
spending or between consensus of analysts’ earnings esti-
mates and estimates of expected earnings are not driving the
results reported earlier.

Tenth, we tested the robustness of our result for H1, con-
trolling for (1) SEOs (Mizik and Jacobson 2007) and (2) other
measures of earnings pressures in the literature, such as the
measures employed by Mizik (2010) and Chapman and
Steenburgh (2011): (a) whether and how much EPS; is lower
than analysts’ consensus forecast in period t, (b) whether and
how much EPS,; is lower than EPS,, and (c) whether and
how much EPS,_; is lower than analysts’ consensus forecast in
period t-1. The results on H1 reported earlier in Table 3 hold
when we control for SEOs and these other measures of earn-
ings pressures. "’

"' We checked whether the effect of commitment is curvilinear in Table 4 by
adding the square term of the commitment variable in the regression, and
found its coefficient estimates are mostly statistically insignificant, or signifi-
cant with a turning point outside the data range, suggesting a positive effect of
commitment within the sample range of the commitment variable.

Finally, we checked the results of HI and H2 reported in
Tables 3 and 4 respectively using (1) clustered standard errors
by firm, and (2) (a) estimating Newey—West standard errors
with first-order autocorrelation error structure for coefficients
estimated by OLS (for CARO) and (b) cross-sectional time-
series regression models with first-order autoregressive distur-
bance terms (for TSR0 and CTSRO0). We found that the results
reported in Tables 3 and 4 are robust. The coefficient of ana-
lyst pressure is negative and significant (p < .01), which sup-
ports H1 for both tests. The coefficient of marketing commit-
ment for CAR, TSR, and CTSR is positive and significant at
p<.l,p<.01,and p < .05, respectively, which supports H2
for TSR and CTSR for clustered errors and p < .1 for all
measures employing the autocorrelation correction.

Discussion

This study makes two theoretical contributions that have sig-
nificant implications for top executives. First, we consider a
new antecedent variable, pressure from analysts’ earnings ex-
pectations, which potentially drives firms’ marketing spend-
ing. Not a day goes by without stories in the popular financial
press about differences between firms’ realized earnings and
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Table 9 Moderation effect of top 4 market share vs. lower market
share firms in the industry on H1 effect of pressure from analysts’
earnings expectations on marketing spending to sales ratio decisions

M;- Mit
Unexpected marketing spending to sales
ratio (actual — predicted)

Top four market Lower market

share firms share firms
Main independent variable
APy —0.092%* —0.158***
(0.021) (0.018)
Control variables
MTB 0.035%* 0.013%**
(0.002) (0.001)
SLACK 0.0227%* 0.116%**
(0.007) (0.006)
ROA 0.734%%* 0.593 %
(0.022) (0.014)
Intercept and dummies
Intercept 0.023#* —0.009
(0.010) (0.013)
Year fixed effects Yes
Number of observations 6955 10,471
Number of firm dummies 934 2089
Adj. R? 0.791 0.633

*p<.1, ¥¥*p < .01, *#*p <.001, respectively, in a two-tailed test. Pressure
from analysts’ earnings expectations is a continuous variable. Control
Variables enter in lagged form

analysts’ expectations, with CEOs or CFOs commenting on
the differences. While there is (1) accounting and financial
theory which is equivocal about whether or not analysts’ earn-
ings expectations drive general management decisions
(Brown and Caylor 2005; Jensen 2005; Porter 1992; Stein
1989), (2) substantial anecdotal and some experimental- or
survey-based evidence that analysts’ pressures impact top ex-
ecutive decisions (Graham et al. 2005), (3) some empirical
literature in accounting, finance, and strategy on the effects
of analysts’ pressures on general management and R&D de-
cisions based on data from few firms in an industry over a
limited time period (reviewed in the background section), and
(4) limited empirical evidence about the effect of earnings
pressures (e.g., from SEOs) on marketing spending (also
reviewed in the background section), our main goal is to in-
vestigate and establish the short-term effect of analysts’ pres-
sures on firms’ marketing spending decisions based on data on
a large number of firms, industries, and time period. While
earnings pressures from SEOs are important, analysts’ pres-
sures resulting from earnings expectations are felt more fre-
quently by larger number of firms across industries. We find
that pressures from analysts’ earnings expectations are
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pervasive across the sample we study and, based on empirical
models with extensive controls, are able to establish that mar-
keting spending in the current year is negatively impacted by
analysts’ pressures (H1). This effect is consistent with the
view that marketing is viewed by top executives as a discre-
tionary expense which may create intangible assets, but read-
ily cut in times of earnings pressure (Currim et al. 2012). An
analysis of firm and industry based moderator variables re-
veals that this result is driven by high R&D industries.

Second, we investigate whether firms’ past commitment to
marketing spending under analysts’ pressures, a strategic vari-
able, is associated with longer-term stock market performance.
Based on an empirical model and multiple measures of stock
market return, we are able to establish that the stock market
performance of firms with greater past commitment to market-
ing spending under analysts’ pressures is higher (H2). In con-
trast to the first result, this second result demonstrates the
longer-term financial value of commitment to marketing spend-
ing under analysts’ pressure, an important step in establishing
marketing’s accountability, in particular for CEOs and CFOs
accustomed to thinking about marketing spending as discre-
tionary and cutting marketing spending under analysts’ pres-
sure. An analysis of firm- and industry-based moderator vari-
ables reveals that this result is driven by lower market share
firms and high R&D and growth industries.

Managerial implications

There has been considerable concern about marketing’s de-
creasing influence in the firm (Feng et al. 2015; Homburg
et al. 2015; Reibstein et al. 2009; Rust et al. 2004), in the
boardroom (Webster et al. 2005), and at the corporate strategy
level (McGovern et al. 2004). Marketing is increasingly viewed
as a cost and not as an investment (Morgan and Rego 2009).
Strategically important aspects of marketing have moved to
other functions in the organization (Sheth and Sisodia 2005)
and the roles of financial managers have become more impor-
tant than marketing managers (Nath and Mahajan 2008). One
main reason identified for this decline in marketing’s influence
is its lack of accountability (Lehmann 2004; Verhoef and
Leeflang 2009). Further, global competition, recessions, and
stock market pressures have only increased the demands for
marketing accountability (Lehmann and Reibstein 2006).
Consequently, one main question is how the accountability
of marketing spending can be established in a firm. Scholars
have suggested that there is a gap in communication at the
highest management levels and have suggested staffing solu-
tions, i.e., appointing a Chief Marketing Officer (CMO) to the
top management team, who can communicate marketing’s
accountability to CEOs and CFOs (Germann et al. 2015).
However, Moorman (2013) reports that demonstrating mar-
keting’s value remains a challenge, even for CMOs. As a
result, a key question is how CMOs can demonstrate the value
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Table 10 Moderation effect of top 4 market share vs. lower market share firms in an industry on H2 relationship between commitment to
marketing spending to sales ratio under analysts’ earnings pressures and stock market return

CARq TSRg CTSR,
Top 4 Lower Top 4 Lower Top 4 Lower
Independent variables
MCmt; 0.007 0.012%%* 0.013 0.015%* 0.001 0.022%%*
(0.013) (0.006) (0.013) (0.006) (0.024) (0.010)
i APi, 0.019%* 0.014%* -0.010 0.002 0.007 0.006
p=1 (0.008) (0.006) (0.008) (0.006) (0.013) (0.009)
P A —-0.000 0.008 —-0.011 0.001 0.003 0.004
p; (Micp=Mi) (0.007) (0.006) (0.008) (0.007) 0.012) 0.011)
Intercept and dummy variables
Intercept 0.122 0.046 0.8907%* 1.219%** —0.014%* —0.025°%**
(0.457) (0.060) (0.420) (0.044) (0.008) (0.008)
Year dummies Included Included Included Included Not included Not included
Firm dummies Not included Not included Included Included Included Included
Number of observations 6898 9721 7281 10,688 6919 9751
Number of firms 865 1819 875 1853 866 1822
Adj. R? 0.035 0.037 0.189 0.188 0.000 0.001

P
*p<.1,¥¥ p <.05, ¥ p < .01, respectively, in a two-tailed test. MCmt;is commitment to marketing spending under analyst pressure. > AP, is

p=1

P ~
cumulated earnings pressure. Y. (Mn_p—Mit_p) is cumulated unexpected marketing spending to sales ratio. CAR is compounded risk-adjusted unex-
p=1

pected stock return. TSR is total stock return. CTSR is unexpected stock return (Barber and Lyon 1997)

of marketing spending to CEOs and CFOs, who consider
marketing spending as discretionary, i.e., readily cut under
analysts’ pressure.

The answer, in our view, is that CMOs employ a clear two-
step empirical demonstration, (1) showing that firms like
theirs, and/or firms which operate in the industry in which
their firm operates, do cut marketing spending under analysts’
pressure (as we have established in H1) and (2) showing the
value of commitment to marketing spending under analysts’
pressure, for the purpose of achieving better financial or stock
market performance (as we have established in H2). Our anal-
ysis of firm- and industry-based moderator variables reveals
that the commitment result is driven by lower market share
firms and high R&D and growth industries. One potential
explanation is that high R&D and growth industries are asso-
ciated with frequent innovations which require customers be
informed frequently, resulting in the importance of commit-
ment to marketing spending. Another potential explanation is
that lower market share firms have built less brand assets
relative to top four market share firms, hence commitment to
marketing spending under analysts’ pressure is more impor-
tant for the positive financial performance of lower market
share firms. Another staffing solution is a CEO with a back-
ground in marketing. However, the number of CEOs with
marketing backgrounds has decreased (Verhoef and Leeflang
2009). Consequently, the two-step empirical demonstration

remains a key priority for the CMO or the top marketing
executive in the firm. Finally, what if CEOs and CFOs con-
tinue to cut marketing spending under analysts’ pressure de-
spite demonstration of the value of commitment to marketing
spending under analysts’ pressure? In such firms, the boards
of directors will need to provide the correct advice for dealing
with analysts’ pressures, and compensation committees will
need to develop longer-term incentives for top executives
(e.g., increasing the equity to bonus ratio), so that top execu-
tives under analysts’ pressures do not cut marketing spending
in the short term, a decision which is counter-productive for
firms’ longer-term financial performance.

Future research

It would be interesting for future research to focus on the
following issues. First, our original analysis of H1, i.e., the
effect of analysts’ pressure on marketing spending, considers
the entire continuum of analysts’ pressure, i.e., when it is
positive and negative. Future research can conduct separate
analyses for positive and negative analysts’ pressures. Second,
it would be useful to conduct a qualitative and quantitative
study to investigate the mechanism through which firms with-
stand the pressure and improve long-term performance. Third,
while we employed the Hausman-Wu endogeneity test to de-
termine whether marketing commitment is independent from
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remaining contemporaneous errors, future research can inves-
tigate whether there are potential endogeneity concerns
resulting from the CEO’s background, the presence of a
CMO, or compensation. Fourth, there are studies showing that
some analysts (e.g., star analysts) may have a more salient
impact on firm stock performance (e.g., Loh and Stulz
2009). However, to the best of our knowledge, I/B/E/S has
stopped providing the identities of individual analyst forecast
data, most likely because revelation of identity could cause legal
risks for analysts. Consequently, while differences in analysts and
their impact on firm decisions is an interesting question to con-
sider, it is not feasible, because of data reasons, to examine the
influence of specific individual analysts on firm decisions.
Perhaps future research can investigate the differences between
star and other analysts, and the herding and optimism biases
noted in the introduction of this article based on a survey. We
hope others will investigate these issues in order to build on our
work in academic and commercial settings.

Acknowledgements This work was supported by Dean's office of the
UCI Merage School of Business, FQRSC (Fonds de recherche sur la
société et la culture), SSHRC (Social Science and Humanities Research
Council of Canada), and CEIBS faculty research grant.

References

Aaker, D. A., & Jacobson, R. (1994). The financial information content of
perceived quality. Journal of Marketing Research, 31, 191-201.

Aaker, D. A., & Jacobson, R. (2001). The value relevance of brand atti-
tude in high-technology markets. Journal of Marketing Research,
38, 485-493.

Ailawadi, K. L., Lehmann, D. R., & Neslin, S. (2003). Revenue premium
as an outcome measure of brand equity. Journal of Marketing, 67,
1-17.

Anderson, T. W., & Hsiao, C. (1982). Formulation and estimation of
dynamic models using panel data. Journal of Econometrics, 18,
47-82.

Argote, L., Beckman, S. L., & Epple, D. (1990). The persistence and
transfer of learning in industrial settings. Management Science, 36,
140-154.

Barber, B. M., & Lyon, J. D. (1997). Detecting long-run abnormal stock
returns: the empirical power and specification of test statistics.
Journal of Financial Economics, 43, 341-372.

Barth, M. E., Clement, M. B., Foster, G., & Kasznik, R. (1998). Brand
values and capital market valuation. Review of Accounting Studies,
3, 41-68.

Barth, M. E., Elliott, J. A., & Finn, M. W. (1999). Market rewards asso-
ciated with patterns of increasing earnings. Journal of Accounting
Research, 37, 387-413.

Bartov, E., Givoly, D., & Hayn, C. (2002). The rewards to meeting or
beating earnings expectations. Journal of Accounting and
Economics, 33, 173-204.

Baum, C. F., Schaffer, M. E., & Stillman, S. (2003). Instrumental vari-
ables and GMM: estimation and testing. Stata Journal, 3, 1-31.

Bernhardt, D., & Campello, M. (2007). The dynamics of earnings fore-
cast management. Review of Finance, 11, 287-324.

Blattberg, R. C., Briesch, R., & Fox, E. J. (1995). How promotions work.
Marketing Science, 14, G122-G132.

@ Springer

Bowman, D., & Gatignon, H. (1996). Order of entry as a moderator of the
effect of the marketing mix on market share. Marketing Science, 15,
222-242.

Brower, J., & Mahajan, V. (2013). Driven to be good: a stakeholder
theory perspective on the drivers of corporate social performance.
Journal of Business Ethics, 117, 313-331.

Brown, L. D., & Caylor, M. L. (2005). A temporal analysis of quarterly
earnings thresholds: propensities and valuation consequences. The
Accounting Review, 80, 423-440.

Burgstahler, D., & Eames, M. (2006). Management of Earnings and
Analysts’ forecasts to achieve zero and small positive earnings sur-
prises. Journal of Business Finance & Accounting, 33, 633—652.

Bushee, B. J. (1998). The influence of institutional investors on Myopic
R&D Investment Behavior. The Accounting Review, 73, 305-333.

Carhart, M. M. (1997). On persistence in mutual fund performance. The
Journal of Finance, 52, 57-82.

Chakravarty, A., & Grewal, R. (2011). The stock market in the Driver’s
seat! Implications for R&D and marketing. Management Science,
57, 1594-16009.

Chakravarty, A., & Grewal, R. (2016). Analyst earning forecasts
and Advertising and R&D budgets: role of Agency theoretic
monitoring and bonding costs. Journal of Marketing Research,
53, 580-596.

Chapman, C. J., & Steenburgh, T. J. (2011). An investigation of earnings
management through marketing actions. Management Science, 57,
72-92.

Chopra, V. K. (1998). Why so much error in analysts’ earnings forecasts?
Financial Analysts Journal, 54, 35-42.

Cohen, D. A., & Zarowin, P. (2010). Accrual-based and real earnings
management activities around seasoned equity offerings. Journal
of Accounting and Economics, 50, 2—19.

Cohen, D., Mashruwala, R., & Zach, T. (2010). The use of advertising
activities to meet earnings benchmarks: evidence from monthly da-
ta. Review of Accounting Studies, 15, 808—832.

Cowen, A., Groysberg, B., & Healy, P. (2006). Which types of analyst
firms are more optimistic? Journal of Accounting and Economics,
41, 119-146.

Currim, I. S, Lim, J., & Kim, J. W. (2012). You get what you pay for: the
effect of top executives’ compensation on advertising and R&D
spending decisions and stock market return. Journal of Marketing,
76, 33-48.

Dechow, P. M., & Sloan, R. G. (1991). Executive incentives and the
horizon problem: an empirical investigation. Journal of
Accounting and Economics, 14, 51-89.

Dechow, P. M., Hutton, A. P., & Sloan, R. G. (2000). The relation be-
tween analysts’ forecasts of long-term earnings growth and stock
price performance following equity offerings. Contemporary
Accounting Research, 17, 1-32.

Degeorge, F., Patel, J., & Zeckhauser, R. (1999). Earnings management to
exceed thresholds. The Journal of Business, 72, 1-33.

Dichev, I. D., Graham, J. R., Harvey, C. R., & Rajgopal, S. (2012).
Earnings quality: evidence from the field. Journal of Accounting
and Economics, 56, 1-33.

Dreman, D. N., & Berry, M. A. (1995). Analyst forecasting errors and
their implications for security analysis. Financial Analysts Journal,
51, 30.

Dugar, A., & Nathan, S. (1995). The effect of investment banking
relationships on financial analysts’ earnings forecasts and invest-
ment recommendations. Contemporary Accounting Research, 12,
131.

Dutta, S., Narasimhan, O., & Surendra, R. (1999). Success in high-
technology markets: is marketing capability critical? Marketing
Science, 18, 547-568.

Fama, E. F. (1998). Market efficiency, long-term returns, and behavioral
financel. Journal of Financial Economics, 49, 283-306.



J. of the Acad. Mark. Sci. (2018) 46:431-452

451

Fama, E. F., & French, K. R. (1992). The cross-section of expected stock
returns. The Journal of Finance, 47, 427-465.

Fama, E. F., & French, K. R. (1996). Multifactor explanations of asset
pricing anomalies. The Journal of Finance, 51, 55-84.

Feng, H., Morgan, N. A., & Rego, L. L. (2015). Marketing department
power and firm performance. Journal of Marketing, 79, 1-20.
Gao, H., Xie, J., Wang, Q., & Wilbur, K. C. (2015). Should ad spending
increase or decrease before a recall announcement? The marketing-
finance Interface in product-harm crisis management. Journal of

Marketing, 79, 80-99.

Germann, F., Ebbes, P., & Grewal, R. (2015). The Chief marketing officer
matters! Journal of Marketing, 79, 1-22.

Graham, J. R., Harvey, C. R., & Rajgopal, S. (2005). The economic im-
plications of corporate financial reporting. Journal of Accounting and
Economics, 40, 3-73.

Gupta, S., & Zeithaml, V. (2006). Customer Metrics and their impact on
financial performance. Marketing Science, 25, 718-739.

Gupta, S., Lehmann, D. R., & Stuart, J. A. (2004). Valuing customers.
Journal of Marketing Research, 41, 7-18.

Homburg, C., Vomberg, A., Enke, M., & Grimm, P. H. (2015). The loss
of the marketing department’s influence: is it really happening?
And why worry? Journal of the Academy of Marketing Science,
43, 1-13.

Hsu, L., Fournier, S., & Srinivasan, S. (2016). Brand architecture strategy
and firm value: how leveraging, separating, and distancing the cor-
porate brand affects risk and returns. Journal of the Academy of
Marketing Science, 44, 261-280.

Hubbard, R. G. (1998). Capital-market imperfections and investment.
Journal of Economic Literature, 36, 193-225.

Jaffe, J. F. (1974). Special information and insider trading. The Journal of’
Business, 47, 410-428.

Jensen, M. C. (2005). Agency costs of overvalued equity. Financial
Management, 34, 5-19.

Jones, J. J. (1991). Earnings management during import relief investiga-
tions. Journal of Accounting Research, 29, 193-228.

Kalyanaram, G., & Winer, R. S. (1995). Empirical generalizations from
reference price research. Marketing Science, 14, G161-G169.
Kamakura, W. A., Wedel, M., de Rosa, F., & Mazzon, J. A. (2003). Cross-
selling through database marketing: a mixed data factor analyzer for
data augmentation and prediction. International Journal of

Research in Marketing, 20, 45-65.

Kaplan, S. N., & Zingales, L. (1997). Do Investment-cash flow sensitiv-
ities provide useful measures of financing constraints? The
Quarterly Journal of Economics, 112, 169-215.

Kaufman, P., Jayachandran, S., & Rose, R. L. (2006). The role of rela-
tional embeddedness in retail Buyers’ selection of new products.
Journal of Marketing Research, 43, 580-587.

Kaul, A., & Wittink, D. R. (1995). Empirical generalizations about the
impact of Advertising on price sensitivity and price. Marketing
Science, 14, G151-G160.

Kim, M., & McAlister, L. M. (2011). Stock market reaction to unexpected
growth in marketing expenditure: negative for sales force, contin-
gent on spending level for Advertising. Journal of Marketing, 75,
68-85.

King, T. (2004). Making financial goals and reporting policies serve
corporate strategy: the case of progressive insurance. Journal of
Applied Corporate Finance, 16, 17-27.

Lee, J.-Y., Sridhar, S., Henderson, C. M., & Palmatier, R. W. (2015).
Effect of customer-centric structure on long-term financial perfor-
mance. Marketing Science, 34, 250-268.

Lehmann, D. R. (2004). Metrics for making marketing matter. Journal of
Marketing, 68, 73-75.

Lehmann, D. R., & Reibstein, D. J. (2006). Relevant Knowledge Series.
Cambridge: Marketing Science Institute.

Lin, H.-W., & McNichols, M. F. (1998). Underwriting relationships, an-
alysts’ earnings forecasts and investment recommendations. Journal
of Accounting and Economics, 25, 101-127.

Lodish, L. M., & Mela, C. F. (2007). If brands are built over years, why
are they managed over quarters? Harvard Business Review, 85, 104—
112.

Loh, R. K., & Stulz, R. M. (2009). When are analyst recommenda-
tion changes influential? St. Louis: Federal Reserve Bank of St
Louis.

Luo, X. (2008). When marketing strategy first Meets Wall street: market-
ing Spendings and Firms’ initial public offerings. Journal of
Marketing, 72, 98—109.

Mandelker, G. (1974). Risk and return: the case of merging firms. Journal
of Financial Economics, 1, 303-335.

Matsumoto, D. A. (2002). Management’s incentives to avoid negative
earnings surprises. The Accounting Review, 77, 483-514.

McAlister, L., Srinivasan, R., & Kim, M. (2007). Advertising, Research
and Development, and systematic risk of the firm. Journal of
Marketing, 71, 35-48.

McGovern, G. J., Quelch, J. A., & Crawford, B. (2004). Bringing cus-
tomers into the boardroom. Harvard Business Review, 82, 70-80.

Mela, C. F., Gupta, S., & Lehmann, D. R. (1997). The long-term impact
of promotion and Advertising on consumer brand choice. Journal of
Marketing Research, 34, 248-261.

Michaely, R., & Womack, K. L. (1999). Conflict of interest and the
credibility of underwriter analyst recommendations. The Review of
Financial Studies, 12, 653—686.

Mishra, S., & Modi, S. B. (2016). Corporate social responsibility and
shareholder wealth: the role of marketing capability. Journal of
Marketing, 80, 26-46.

Mizik, N. (2010). The theory and practice of myopic management.
Journal of Marketing Research, 47, 594—611.

Mizik, N., & Jacobson, R. (2003). Trading off between value creation and
value appropriation: the financial implications of shifts in strategic
emphasis. Journal of Marketing, 67, 63-76.

Mizik, N., & Jacobson, R. (2007). Myopic marketing management: evi-
dence of the phenomenon and its long-term performance conse-
quences in the SEO context. Marketing Science, 26, 361-379.

Moorman, C. (2013). The CMO Survey - August 2013. Retrieved from
https://cmosurvey.org/results/.

Morgan, N. A., & Rego, L. L. (2009). Brand portfolio strategy and firm
performance. Journal of Marketing, 73, 59-74.

Nath, P., & Mahajan, V. (2008). Chief marketing officers: a study of their
presence in Firms’ top management teams. Journal of Marketing,
72, 65-81.

Neslin, S. (2002). Sales Promotion. Cambridge: Marketing Science
Institute.

Payne, J. L., & Robb, S. W. (2000). Earnings management: the effect of
ex ante earnings expectations. Journal of Accounting, Auditing &
Finance, 15,371-392.

Porter, M. E. (1992). Capital disadvantage: America’s failing capital in-
vestment system. Harvard Business Review, 70, 65-82.

Reibstein, D. J., Day, G., & Wind, J. (2009). Guest editorial: is marketing
academia losing its way? Journal of Marketing, 73, 1-3.

Roychowdhury, S. (2006). Earnings management through real activ-
ities manipulation. Journal of Accounting and Economics, 42,
335-370.

Rust, R. T., Ambler, T., Carpenter, G. S., Kumar, V., & Srivastava, R. K.
(2004). Measuring marketing productivity: current knowledge and
future directions. Journal of Marketing, 68, 76-89.

Schipper, K. (1991). Analysts’ forecasts. Accounting Horizons, 5, 105.

Sheth, J. N., & Sisodia, R. S. (2005). A dangerous divergence: marketing
and society. Journal of Public Policy & Marketing, 24, 160—162.

Skinner, D. J., & Sloan, R. G. (2002). Earnings surprises, growth expec-
tations, and stock returns or Don’t let an earnings torpedo sink your
portfolio. Review of Accounting Studies, 7, 289-312.

@ Springer


https://cmosurvey.org/results/

452

J. of the Acad. Mark. Sci. (2018) 46:431-452

Sridhar, S., Narayanan, S., & Srinivasan, R. (2014). Dynamic re-
lationships among R&D, advertising, inventory and firm per-
formance. Journal of the Academy of Marketing Science, 42,
277-290.

Srinivasan, S., & Hanssens, D. M. (2009). Marketing and firm value:
metrics, methods, findings, and future directions. Journal of
Marketing Research, 46, 293.

Srinivasan, R., Lilien, G. L., & Sridhar, S. (2011). Should firms spend
more on Research and Development and Advertising during reces-
sions? Journal of Marketing, 75, 49—65.

Srivastava, R. K., Shervani, T. A., & Fahey, L. (1998). Market-based
assets and shareholder value: a framework for analysis. Journal of
Marketing, 62, 2—18.

Steenkamp, J.-B. E. M., & Fang, E. (2011). The impact of economic
contractions on the effectiveness of R&D and Advertising: evidence
from U.S. companies spanning three decades. Marketing Science,
30, 628-645.

@ Springer

Stein, J. C. (1989). Efficient capital markets, inefficient firms: a model of
myopic corporate behavior. The Quarterly Journal of Economics,
104, 655-669.

Trueman, B. (1994). Analyst forecasts and herding behavior. The Review
of Financial Studies (1986-1998), 7, 97.

Turner, T. (2005). My beef with big media: how government protects big
media-and shuts out upstarts like me. Federal Communications Law
Journal, 57,223-234.

Verhoef, P. C., & Leeflang, P. S. H. (2009). Understanding the marketing
Department’s influence within the firm. Journal of Marketing, 73,
14-37.

Webster, F. E., Malter, A. J., & Ganesan, S. (2005). The decline and
dispersion of marketing competence. MIT Sloan Management
Review, 46, 35-43.

Zhang, Y., & Gimeno, J. (2010). Earnings pressure and competitive be-
havior: evidence from the US electricity industry. Academy of
Management Journal, 53, 743-768.



	Effect of analysts’ earnings pressure on marketing spending and stock market performance
	Abstract
	Introduction
	Background
	Literature in accounting, finance, and strategy
	Literature in marketing

	Hypotheses
	Effect of analysts’ earnings expectations on marketing spending
	Effect of commitment to marketing spending under analysts’ pressures on stock market return
	Moderation effects

	Model
	Marketing spending
	Analysts’ pressure
	Commitment to marketing spending under past periods of analysts’ pressure
	Compounded unexpected stock return
	Model to test H1
	Model to test H2

	Empirical test
	Sample
	Results

	Discussion
	Managerial implications
	Future research

	References


