
Vol.:(0123456789)1 3

Production Engineering (2019) 13:361–371 
https://doi.org/10.1007/s11740-019-00882-7

PRODUCTION PROCESS

Highly iterative technology planning: processing of information 
uncertainties in the planning of manufacturing technologies

Jan Rey1  · Sebastian Apelt1 · Daniel Trauth1 · Patrick Mattfeld1 · Thomas Bergs1 · Fritz Klocke1

Received: 17 July 2018 / Accepted: 14 January 2019 / Published online: 25 January 2019 
© German Academic Society for Production Engineering (WGP) 2019

Abstract
Highly iterative product development is a promising approach to continuously involve customers in development and to 
meet global challenges such as short product life cycles and increasing variant diversity. In this context, the planning of 
production technologies, which takes place in parallel to product development, faces the challenge of processing uncertain 
product information in early planning phases. This is due to the frequent change of the required product characteristics 
while the product is being developed. Technology planners must therefore adapt the effort of their planning methods 
to the existing information uncertainty. This paper presents a new methodology for processing uncertain information 
from various information sources in technology planning. Firstly, individual information are modelled using fuzzy sets. 
Afterwards, a new method based on the Dempster–Shafer theory of evidence is presented, which enables an aggregation 
of individual information from different sources considering their uncertainties. The aggregated information regarding 
the product characteristics are used to determine the product maturity in the current iteration loop of the highly itera‑
tive development process. Finally, the user of the methodology selects a suitable technology planning level based on the 
prevailing product maturity.

Keywords Manufacturing technology planning · Highly iterative product development · Information uncertainties · 
Dempster–Shafer theory of evidence

1 Introduction

Due to ever shorter product life cycles, increasing individu‑
alization and high market uncertainty, companies are forced 
to continuously involve their customers in product develop‑
ment [1]. Even in late development phases, it is necessary 
to take into account changes in customer requirements for 
the product with as little effort as possible [2]. In software 
development, this problem was addressed early on by intro‑
ducing agile methods [3], in particular the Scrum model [4]. 
Scrum models the product development in a highly iterative 
way using short development cycles (sprints) with continu‑
ous involvement of the customer in the development process 
[5]. This highly iterative development process is becoming 

increasingly important in the development of physical prod‑
ucts as well, where the result of a sprint is represented by a 
prototype [6]. Due to the production of a prototype in every 
sprint, information uncertainties regarding the product and 
the production processes are continuously reduced [7]. The 
planning of manufacturing technologies (technology plan‑
ning) is an integral part of product development [8]. Due 
to the increasing importance of highly iterative product 
development processes, new requirements arise for technol‑
ogy planning, which takes place in parallel to the product 
development.

In the following, Sect. 2 briefly describes the basics of 
highly iterative development of physical products. In Sect. 3, 
the new requirements resulting from highly iterative devel‑
opment processes for the planning of manufacturing tech‑
nologies are derived and a brief insight into the state of the 
art is given. Section 4 then contains a detailed description 
of the methodology developed. The paper concludes with a 
summary and an outlook in Sect. 5.
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2  Highly iterative product development

Figure 1a shows the basic principle of the Scrum model. 
The Product Backlog is a collection of requirements for the 
product to be developed [9]. In the beginning of a sprint, 
the development team transfers a number of requirements 
to be solved in that sprint into the Sprint Backlog [9]. 
Designers are then responsible for deriving specific prod‑
uct features and characteristics on the basis of the require‑
ments from the Sprint Backlog. These required product 
features and characteristics form the basis for the planning 
of manufacturing technologies. The result of a sprint in 
the development of physical products is a prototype that 
includes the product features and characteristics that were 
derived based on the Sprint Backlog [9]. The informa‑
tion from this prototype then leads to confirmations of 
the product design developed so far or to changes of the 
product design that are considered in the next sprint.

In parallel to product development, technology planning 
is responsible for the technical and economical selection 
of manufacturing technologies as well as connecting them 
to technology chains and process sequences. A technology 
chain is defined as the abstract combination of manufactur‑
ing technologies that is independent of the means of pro‑
duction, whereas in process sequences specific means of 
production are assigned to the technologies [10]. As shown 
in Fig. 1b, there are two planning fields for technology 
planning in the context of highly iterative product develop‑
ment. On the one hand, the alternative process sequences 

for the production of the respective prototype must be 
planned and evaluated in each sprint. On the other hand, 
a continuous design and evaluation of process sequences 
for the series product is necessary to ensure that a product 
development suitable for series production is assured as 
early as possible.

3  New requirements for technology 
planning and state of the art

In order for highly iterative product development (HIPD) 
to significantly reduce the development time of physical 
products, the planning of manufacturing technologies must 
meet new requirements. In comparison to classical product 
development methods (e.g. VDI 2221), the focus of HIPD 
no longer lies on a phase‑controlled development but on 
the systematic reduction of product and manufacturing tech‑
nology uncertainties in a highly iterative way, see [7]. For 
that reason, technology planners need to be able to quantify 
product uncertainties and the product maturity along the 
product development process in every sprint. This enables 
them to identify, which product features and characteristics 
must first be reduced in their uncertainties (e.g. by producing 
prototypes [12]) in order to be able to increase the overall 
product maturity as quickly as possible. Moreover the prod‑
uct changes very frequently in the HIPD due to the constant 
involvement of the customer. Therefore, an adjustment of the 
degree of detail, with which process sequences are identified 
and evaluated, depending on the prevailing product maturity, 

Fig. 1  Fields of technology 
planning in highly iterative 
product development
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is inevitable. Otherwise, the manufacturing technologies are 
already designed in a very detailed way, even though the risk 
of comprehensive product changes is still very high.

An analysis of the state of the art in the two areas of HIPD 
and technology planning shows, that these requirements 
have not yet been taken into account in existing approaches. 
Within the field of technology planning, several approaches 
exist that deal with the identification and evaluation of pro‑
cess sequences based on product information, see [8, 10, 
13–15]. However, in all of the approaches, the assumption is 
made that the product characteristics are unchangeable. No 
approach considers the frequent product changes that occur 
during HIPD and their effects on the planning of manufac‑
turing technologies. Methods are missing that enable a quan‑
tification of uncertainties of product information originating 
from different sources that are used in technology planning. 
In addition, although the need to use different levels of detail 
in technology planning methods is mentioned within some 
approaches, no approach allows a decision regarding the 
level of detail of the planning methods depending on the 
product maturity in the development process.

Most approaches within the young research field of HIPD 
of physical products are dealing with the development of 
descriptive models for the structure and process organiza‑
tion of HIPD processes, see for example [16–19]. All of the 
approaches neglect the necessity of the planning of manu‑
facturing technologies during the HIPD process, which has 
to be considered in order to make use of the full potential 
of HIPD.

4  Methodology

To support technology planners in considering the chal‑
lenges in highly iterative product development using 
Scrum described in Sect. 3, the methodology shown in 
Fig. 2 was developed. The steps of the methodology are 
to be carried out by the technology planner in every sprint 
of the Scrum process. At the beginning of each sprint, 

technology planners have access to new information on 
required product features or characteristics that result from 
the previous sprint and form the basis for the planning of 
manufacturing technologies. Therefore, in the first step of 
the methodology, a model for processing the uncertainties 
of individual information in technology planning is pre‑
sented (Sect. 4.1). Then a method is developed with which 
individual information of different uncertainties regarding 
a product characteristic or technology capability can be 
aggregated to one overall information in the second step 
(Sect. 4.2). For a consideration of the interactions between 
different product features and characteristics, the prod‑
uct structure is modelled in the third step (Sect. 4.3). The 
fourth step of the methodology contains models for calcu‑
lating the prevailing product maturity degree in the current 
sprint. Steps three and four are described in Sect. 4.3. In 
the fifth step, this product maturity degree is used by the 
technology planner as a basis for the selection of a suit‑
able technology planning level (Sect. 4.4). The technology 
planning level determines the level of detail of the plan‑
ning methods to be used for the process sequences. This 
ensures that methods that can be applied quickly and with 
little effort are used in the case of low product maturity 
(high product change risk), whereas more detailed and 
complex methods are used in the case of higher product 
maturity (low product change risk).

4.1  Processing of individual information

A central part of technology planning is the processing of 
information on product features and characteristics. Fea‑
tures are information carriers that refer to geometric or other 
attributes of the product and can be used to plan the develop‑
ment, production or assembly of a product [20]. A feature 
represents a surface or volumetric element of a product to 
which one or more sub‑functions or production purposes 
can directly be assigned [21]. According to Klocke a feature 
can be described by its macro‑, micro‑, meso‑ and nanogeo‑
metric properties [22]. Such a property of a feature (e.g. the 
microgeometric property surface roughness) is defined as a 
characteristic in this paper.

In order to plan production process sequences, the 
required product characteristics must be compared with 
the capabilities of the production technologies to achieve 
these characteristics. Information on both product features 
and technology capabilities is subject to uncertainties. In 
addition, technology planners often use different sources of 
information whose statements differ from one another and 
show different uncertainties [23]. A typical expert statement 
containing an information regarding a required product char‑
acteristic is shown in Fig. 3.

The uncertainties of these individual information on 
component characteristics or technology capabilities can 
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be modelled using fuzzy set theory [24]. The theory uses 
fuzzy sets which, in contrast to sharp sets, allow a gradual 
membership of an element to a set [25]. This set is described 
by the membership function �(x) → [0;1] . The membership 
�(x) = r with 0 ⩽ r ⩽ 1 indicates the membership r of the 
element x to set A [26]. The membership function can take 
different forms, see Fig. 4 [27]. In this paper, the uncer‑
tainties of the individual information are modelled with the 
trapezoidal shape, since this is most suitable for modeling 
intervals that are often given for product information. In the 
following the parameters of the trapezoidal shape � and � are 
defined as uncertainty parameters of an information and � 
and � are defined as information parameters. For the example 
shown in Fig. 3 the information parameters are � = 0.4 µm 
and � = 0.8 µm.

On the one hand, the uncertainty of the statement depends 
on how certain an expert is about his own statement. This 
uncertainty is considered in the next step of the methodology 
(3.2). On the other hand, it depends on how trustworthy the 
technology planner assesses the corresponding information 
source. The trustworthiness of the information source  TWE 
must be specified by the technology planner with a percent‑
age value.

Next, this trustworthiness TWE is used to calculate the 
uncertainty parameters � and � by the following formulas:

with x0 as interval width, R as the required resolution of the 
definition of a component characteristic and � as absolute 
uncertainty of the statement.

For the calculation of the absolute uncertainty � , two 
different cases are distinguished in Eq.  (2) to take into 
account values for � and � that are given “approximately” 
(see Fig. 3). Such a statement is subject to a higher degree of 
uncertainty than a statement that contains an exact interval 
or value.

If a statement does not contain an interval but a specific 
value as information, no interval width x0 can be deter‑
mined. In this case, the required resolution R of the defini‑
tion of a component characteristic is determined and used 
for the calculation of � , see Eq. (3). This indicates the 
resolution ( R = 10y, y�ℤ ), with which a product charac‑
teristic is defined sufficiently accurate. This resolution has 
to be defined by the user of the methodology. The intro‑
duction of R is necessary, because the required resolution 
often differs greatly between product characteristics. As 
an example, the specification of a required residual stress 
with a resolution of 100 MPa (R = 102) can be sufficiently 
accurate, whereas for a hardness HRC a resolution of 1 

(1)� = � − Δ and � = � + Δ,

(2)

Δ =

⎧⎪⎨⎪⎩

x0 ×
�

1−TWE∕2

2

�
, if � and � are given approximately

x0 ×
�

1−TWE

2

�
, else,

(3)x0 =

{
𝛾 − 𝛽 , if 𝛾 > 𝛽

R , else,

I am 70 % sure, that a surface roughness
of approximately between = 0.4 µm 
and = 0.8 µm is needed. 

Statement of Design Expert

I am 70 % sure, that a surface roughness
of approximately between = 0.4 µm 
and = 0.8 µm is needed. 

Statement of Design Expert

Fig. 3  Example for an expert statement containing product informa‑
tion

Fig. 4  Modelling the uncer‑
tainty of single information with 
fuzzy sets referring to [24]
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HRC (R = 101) or for a surface roughness Ra a resolution 
of 0.1 µm (R = 10−1) is required.

After the determination of the fuzzy quadruple the 
uncertainty of a single information is modelled. Sec‑
tion 4.2 comprises the processing of several individual 
information with different uncertainties.

4.2  Aggregation of the information

Particularly when information is subject to uncertainties, 
technology planners often collect several individual infor‑
mation from different sources. In addition, further infor‑
mation is continuously collected in future sprints of the 
highly iterative development process. It is therefore neces‑
sary to link new information with existing information in 
order to generate aggregated information.

A newly developed procedure based on the evidence 
theory according to Dempster–Shafer (DS theory) [28] 
is used to link different individual information. The the‑
ory allows the combination of information from different 
sources into aggregated information, taking into account 
the trustworthiness of each source [29]. The DS theory dif‑
fers significantly from classical probability theory. In clas‑
sical probability theory, a probability about the occurrence 
of an event is always opposed by a counter‑probability. 
The sum of the two probabilities is always one [30]. If 
one source of information indicates that event A occurs 
with a probability of 60%, but another source indicates 
that event A does not occur with a probability of 60%, 
the total probability is 120%, which results in a conflict. 
This conflict is due to the uncertainties contained in the 
statements. The classical probability calculation does not 
take into account these uncertainties and is therefore not 
suitable for the present problem. In DS theory however, 
only specific statements about the occurrence or non‑
occurrence of an event are processed and referred to as 
evidence. A statement that an event A occurs with prob‑
ability x does not mean that event A does not occur with 
probability (1 − x) . In DS theory, the residual probability 
is defined as uncertainty rather than counter‑probability 
[31]. When combining different information from different 

sources, the so‑called intervals of belief, uncertainty and 
doubt result (see Fig. 5). The sum of belief and uncertainty 
results in the plausibility interval [32].

The set of all possible and mutually exclusive events 
is referred to in DS theory as the frame of discernment Ω 
[25]. Each event can be represented as a subset of Ω . The 
basic probability assignment m is the measure of belief 
that is assigned exactly to the set U . It denotes a function 
m ∶ 2Ω → [0;1] which must fulfill the following two condi‑
tions [23]:

The two conditions ensure that no belief can be assigned 
to the empty set and that the total belief is one. A subset 
U , for which the basic probability assignment m(U) > 0 
applies, is referred to as a focal element [28].

The two basic functions of the Dempster–Shafer theory 
are called belief and plausibility function. The belief func‑
tion describes all statements V  that are contained in the sub‑
set U and therefore belong to the belief interval (Eq. 6). The 
plausibility function contains all statements V  that do not 
conflict with subset U (Eq. 7). These statements are therefore 
assigned to the intervals of belief and uncertainty [28].

The Dempster combination rule is used to combine sev‑
eral information from different sources [33]:

Two basic dimensions m1 and m2 of two information 
sources form the starting point. V and W designate differ‑
ent focal elements. The degree of conflict kg normalizes the 
result and is calculated as follows [33]:

So far, the basic calculation rules of the Dempster–Shafer 
theory have been used mainly in sensor data processing, 
artificial intelligence and failure analysis [23]. A methodical 
application to product information in the product develop‑
ment process is missing so far. The combination of differ‑
ent product information relevant for technology planning 
is explained in the following using an example. For this 

(4)m
(
�
)
= 0,

(5)
∑
U⊆Ω

m(U) = 1.

(6)

Belief function: Bel ∶ 2Ω → [0;1] Bel(U) ∶=
∑
V⊆U

m(V),

(7)

Plausibility function: Pl ∶ 2Ω → [0;1] Pl(U) ∶=
∑

U ∩ V≠�

m(V).

(8)m(U) =

∑
V ∩W=U m1(V) ⋅ m2(W)

1 − kg
.

(9)kg =
∑

V ∩W=�

m1(W) ⋅ m2(V) .

 

Belief

Uncertainty

Doubt

Evidence for occurance of
event

Evidence for non-
occurance of event

10
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Fig. 5  Intervals of Dempster–Shafer theory [32]
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purpose, in Fig. 6 two further statements and sources of 
information are added to the statement shown before in 
Fig. 3.

In order to apply the Dempster–Shafer theory, the infor‑
mation must be converted into usable statements. First, 
the information parameters � and � are calculated for each 
information source according to Eqs. (1)–(3) (see Fig. 7a). 
In addition, a basic probability assignment  mi is assigned 
to each statement. This corresponds to the uncertainty of 
the statement according to the information source’s own 
assessment.

After that, the basic statements are generated. The val‑
ues of the previously determined uncertainty parameters are 
sorted in ascending order independently of the information 
source and defined as basic statements (see Fig. 7b). This is 
necessary so that the basic statements are strictly delimited 

from each other and can thus be processed using the Demp‑
ster–Shafer theory. The basic statements are supplemented 
by the theoretically smallest and largest value (in this exam‑
ple 0 and ∞ ), which ensures the definition of the entire frame 
of discernment Ω . The statements of the information sources 
are then described by a combination of the basic statements 
(Fig. 7c). A combination of two basic statements always 
means that all intermediate values are contained. In addition, 
when describing an interval, all basic statements in between 
must be included. In the example, the information generated 
from expert 1 contains all values between 0.28 and 0.92. 
Using the table in Fig. 7b, this interval is therefore described 
by the information {BCDEFG} , see Fig. 7c.

After this preprocessing procedure, the information 
is combined in the next step using the Dempster combi‑
nation rule (Eq. 8). An exemplary calculation using the 

Fig. 6  Example for statements 
from different information 
sources I am 70 % sure, that a surface roughness

of approximately between = 0.4 µm 
and = 0.8 µm is needed. 

Statement of Expert 1

I heard, that a surface roughness of
= 0.5 µm is needed but I am only

30 % sure about that.

Statement of Customer

I am 50 % sure, that a surface roughness between
= 0.6 µm and = 0.7 µm is needed. 

Statement of Expert 2

E = 80% E = 60%

E = 80%

I am 70 % sure, that a surface roughness
of approximately between = 0.4 µm 
and = 0.8 µm is needed. 

Statement of Expert 1

I heard, that a surface roughness of
= 0.5 µm is needed but I am only

30 % sure about that.

Statement of Customer

I am 50 % sure, that a surface roughness between
= 0.6 µm and = 0.7 µm is needed. 

Statement of Expert 2

E = 80% E = 60%

E = 80%

Fig. 7  Preprocessing of infor‑
mation for Dempster–Shafer 
theory

 

Information source Information parameters Uncertainty parameters

1. Expert 1 0.4 0.8 0.28 0.92 0.7

2. Customer 0.5 0.5 0.48 0.52 0.3

3. Expert 2 0.6 0.7 0.59 0.71 0.5

Sorting (0) (1) (2) (3) (4) (5) (6) (7)

Uncertainty
Parameter 0 0.28 0.48 0.52 0.59 0.71 0.92 ∞

Basic 
statement A B C D E F G H

Information source Information Uncertainty parameters

1: Expert 1 {BCDEFG} 0.7 0.28 0.92

2: Customer {CD} 0.3 0.48 0.52

3: Expert 2 {EF} 0.5 0.59 0.71

a

b

c
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introduced example is shown as a step‑by‑step procedure 
in Fig. 8. First, the two information of expert 1 and cus‑
tomer are combined (Fig. 8a). In this combination there is 
no conflict between the information, therefore the degree 
of conflict is kg = 0 . In the next step the evidences from 
the first combination are combined with the third informa‑
tion (expert 2) (Fig. 8b). Since a conflict exists between 
individual information in this combination, the degree of 
conflict results in kg = 0.15 . Thus, aggregated evidences 
can be calculated for the three combinated information Uj 
(Fig. 8c). These are used for the calculation of the belief 
and plausibility values for the different roughness intervals 
(Eqs. 6 and 7) (Fig. 8d).

After combining the information, it must be decided which 
of the intervals will be used for planning the production tech‑
nologies in the current sprint. As a basis for this decision the 
maturity degree of the characteristic MDC is defined. It takes 
into account the accuracy and uncertainty of an information 
and is calculated as follows:

with A(Uj) as accuracy and Bel(Uj) as belief of the combined 
information Uj . The accuracy of an information A(Uj) is cal‑
culated as follows:

(10)MDC = A(Uj) × Bel(Uj),

�j − �j denotes the interval size of the information result‑
ing from the uncertainty parameters. The equation uses 
linear interpolation to determine, how accurately a prod‑
uct characteristic is defined by the information on a scale 
between 0 and 1. It is defined that an interval size ten times 
bigger than the required resolution of a characteristic’s defi‑
nition (R) equals an information accuracy A(Uj) = 0 . For 
the surface roughness example, the required resolution is 
R = 10−1 μm. This results in an accuracy of A(Uj) = 0 for 
an interval size of �j − �j ⩾ 1 μm.

Using Eqs. (10) and (11) for the introduced example, the 
highest maturity degree of the characteristic surface rough‑
ness MDC = 0.36 is reached with the combined information 
{EF}, which equals the roughness interval of 0.59–0.71 µm. 
Therefore, this interval is to be used for the planning of man‑
ufacturing technologies in the current sprint. However, if 
new information is generated in following sprints, all current 
information is again combined with the new information. 
Thus, the interval regarding a product characteristic to be 

(11)A
(
Uj

)
=

{
1 −

𝛿j−𝛼j

10⋅R
, if 𝛿j − 𝛼j < 10 ⋅ R

0 , else
.

Fig. 8  Combination of different 
information using Dempster–
Shafer theory
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used for technology planning may change again in the next 
sprints if it is strengthened in its belief by further informa‑
tion. The described procedure is to be used analogously in 
every sprint for information on the capabilities of produc‑
tion technologies (e.g. achievable surface roughnesses). 
Therefore, the newly developed methodology can be used 
to quantitatively determine how the uncertainty regarding 
individual product and technology characteristics changes in 
each sprint due to the collection of new information.

4.3  Modeling the product structure

Within a product, dependencies between different product 
characteristics exist. In order to determine the maturity 
degree of an entire product, these dependencies must be 
taken into account. For this purpose, this chapter presents a 
model for describing the dependencies between character‑
istics within a product.

A newly developed model based on graph theory is used 
to calculate the product maturity within product develop‑
ment considering the dependencies between product char‑
acteristics and their types as well as the functional relevance 
of product characteristics. A graph consists of vertices and 
edges, each edge connecting two vertices. If the direction of 
the connection is not relevant, the graph is called an undi‑
rected graph, which is used for modeling in the following. 
The edges can be weighted by specifying edge weights [34].

The principle of the developed description model is 
shown in Fig. 9a. A feature consists of different characteris‑
tics and a part consists of different features. Different parts 
make up the entire product. A characteristic is modeled as 
a vertex and the dependency between two characteristics as 
an edge between the vertices.

First, all characteristics for which information was avail‑
able in the previous step are modeled as vertices and assigned 
to their corresponding features and parts (Fig. 9a). A distinc‑
tion is made between functionally relevant characteristics and 
not functionally relevant characteristics. A characteristic is 
described as functionally relevant if it affects at least one sub‑
function of the product. A methodical derivation of product 
characteristics based on functions and sub‑functions is not part 
of the methodology described in this paper, because it is not 
part of technology planning but of design and this is already 
dealt with in existing approaches, see [35] or [36].

Then it is analyzed which characteristics have dependen‑
cies with other characteristics (Fig. 9a). A distinction is made 
between feature‑internal dependencies, cross‑feature depend‑
encies and cross‑part dependencies. The weight of an edge 
EWn,m between two vertices n and m is calculated as follows:

with RVn , RVm as the functional relevance of vertices (char‑
acteristics) n , m and RDn,m as relevance of the dependency 
between the vertices. For a functionally relevant charac‑
teristic RV = 2 , for a functionally not relevant character‑
istic RV = 1 . Moreover, RDn,m = 1 for a feature‑internal 
dependency, RDn,m = 2 for a cross‑feature dependency, and 
RDn,m = 3 for a cross‑part dependency.

Afterwards, the vertices and edges are converted into a 
matrix notation to take the number of dependencies of a char‑
acteristic into account (Fig. 9b). The matrix entries correspond 
to the calculated edge weights EWn,m between the vertices. The 
value 1 has to be filled in on the diagonal. Afterwards the row 
totals RTn are calculated as follows:

(12)EWn,m = RVn + RDn,m + RVm,

(13)RTn = 1 +

M∑
m=1, n≠m

EWn,m,

Fig. 9  Modeling the dependen‑
cies between characteristics 
within a product
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with M as the number of vertices. The row totals are then 
used to calculate weighting factors gn for the vertices 
(characteristics):

Therefore, these weighting factors are influenced by the 
functional relevance of a characteristic and the number and 
importance of the dependencies with other characteristics. 
The higher this weighting factor is, the more the charac‑
teristic is weighted in the calculation of the entire product 
maturity. As an example, a functionally not relevant charac‑
teristic with few and only feature‑internal dependencies has 
a lower weighting for product maturity than a functionally 
relevant characteristic with many cross‑feature or cross‑part 
dependencies.

From the weighting factors of the characteristics and the 
maturity degrees of the characteristics MDC (calculated in 
Sect. 4.2), the maturity degree MDF of a feature l is calcu‑
lated as follows:

with MDCl,k as the maturity level of the characteristic k of 
feature l (s. ch. 3.2), gl,k as the weighting factor of the char‑
acteristic k of feature l and Cl as the completeness of feature 
l . Cl describes in percent how complete a feature is described 
at the current planning time. It is assumed that a functionally 
relevant feature for technology planning is fully described 
if information is available on the categories macrogeometry 
(characteristics: length, width, height and their tolerances), 
microgeometry (characteristic: surface roughness) and mes‑
ogeometry (characteristics: hardness, residual stresses) [36].

Based on this, the maturity level MDP of a part p and the 
entire product maturity degree MDPR is calculated:

(14)gn =
RTn

max
({

RT1,… ,RTM
}) .

(15)MDFl =

∑K

k=1
MDCl,k × gl,k∑K

k=1
gl,k

× Cl,

(16)MDPp =

∑L

l=1
MDFp,l

L
,

with L as the number of features per part p and P as the num‑
ber of parts of the product. After this step, the methodology 
enables a calculation of the product maturity based on the 
available information in each sprint. In this context, the com‑
plex dependencies that exist between different component 
characteristics of a product are taken into account.

4.4  Selection of the technology planning level

In the last step of the methodology, the calculated product 
maturity degree MDPR is used as a basis for selecting a suita‑
ble level of detail in the methods for planning manufacturing 
technologies. As shown in Fig. 10, the technology planner 
selects a suitable planning level based on the product matu‑
rity. The pre‑planning level is selected for MDPR < 0.25 
and provides fast and simple to use methods with low need 
of information, enabling the generation of rough technology 
chains. In rough planning ( MDPR = 0.25 − 0.75 ), tech‑
nology capabilities and required component characteristics 
are compared and thus technology chains are generated. If 
MDPR > 0.75 , means of production are assigned to the 
technology chains and process sequences are generated. In 
this level, the manufacturing history is taken into account in 
order to consider the complex interactions between manu‑
facturing technologies and product characteristics in the 
interfaces of a process sequence. The detailed technology 
planning methods to be used in the different levels will be 
presented in a future publication.

5  Summary and outlook

This paper presents a new methodology which enables 
technology planners to consider information uncertainties 
regarding product characteristics and technology capabili‑
ties. Firstly, fuzzy sets are used to model the uncertainty of 

(17)MDPR =

∑P

p=1
MDPp

P
,

Fig. 10  Levels of technology 
planning
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individual information. Secondly, a new method based on the 
Dempster–Shafer theory of evidence is presented, which ena‑
bles an aggregation of individual information from different 
sources considering uncertainties. Thirdly, this aggregated 
information is used to calculate the product maturity in the 
current sprint of the highly iterative development process. 
For this, a newly developed method is presented which uses 
the graph theory. Finally, a suitable technology planning level 
is chosen considering the calculated product maturity.

The new approach presented in this paper enables the user 
to systematically consider uncertainties regarding product 
and technology information during technology planning. On 
the one hand, the methodology provides the basis for a quan‑
titative evaluation of information uncertainty in the product 
development and technology planning process. The maturity 
degree of characteristics and their weighting with respect 
to the entire product maturity are modelled. This enables 
the identification of product characteristics for which addi‑
tional information must be generated as quickly as possible 
in order to reduce information uncertainties in the product 
development process. Thus, the approach contributes to an 
acceleration of the highly iterative product development 
process. In addition, the methodology enables technology 
planners to adapt the level of detail of the planning methods 
specifically to the existing information uncertainty.

Future research will focus on the development of suitable 
planning methods for the different technology planning lev‑
els. Additionally, the planning of technologies for prototype 
production during the highly iterative development process 
will be addressed. In this context it will be investigated how 
prototypes can be used systematically to reduce the informa‑
tion uncertainties regarding the product and manufacturing 
technologies, which were described in this paper.
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