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Abstract
Intelligent systems, that support the maintenance of production resources, offer real-time data-based approaches to optimize 
the maintenance effort and to reduce the usage of resources within production systems. However, unused potentials remain 
regarding maintenance schedules with minimal opportunity costs of the measures taken. This work provides a novel, machine-
learning-based approach for the exploitation of these remaining optimization opportunities as an exemplary extension of the 
current state of the art. The determination of an optimal maintenance schedule for parallel working machines, is based on 
the data of a production system. The main result of this work is the performance of the implemented reinforcement learning 
algorithms, both in terms of downtime reduction, which increases the production output, and in terms of reducing mainte-
nance costs compared to existing maintenance strategies. Hence, this work provides a holistic approach to the optimization 
of maintenance strategies and gives further evidence of a meaningful applicability of reinforcement learning algorithms in 
manufacturing processes.

Keywords Reinforcement learning · Opportunistic maintenance · Opportunity cost reduction · Multi-agent-systems · 
Proximal policy optimization · Production planning and control

1 Introduction

Technological innovation of Industry 4.0 such as horizontal 
and vertical connectivity and the increasing degree of auto-
mation result in a rising complexity of machines, production 
systems and especially the infrastructures within production 
systems. In particular, challenges and opportunities arise for 
companies in the maintenance of production components. 
As an increasing complexity and dynamics within produc-
tion make it difficult or even prevent human production 
engineers to determine the best maintenance schedule, con-
dition monitoring systems have been broadly established to 
support the decision makers. Machine learning approaches 
such as predictive maintenance applications build the ana-
lytical foundation to predict future machine breakdown [1]. 
These maintenance strategies address the required flexibility 

and offer advantages compared to traditional maintenance 
activities in terms of adaptability. This paper investigates the 
enhancement and optimization of predictive maintenance 
management by determining a point in time before a break-
down occurs with a low system load and correspondingly 
low opportunity cost of the maintenance measure, rather 
than the last possible time before a breakdown. As a result, 
both the potential of predictive maintenance is utilized and 
new cost-cutting opportunity is generated through a higher 
dynamic system. Due to their immanent flexibility and per-
formance in learning strategies for real (or simulated) sys-
tems, reinforcement learning algorithms are suitable to find 
optimal maintenance schedules in the context of a stochastic 
production environment. Hence, their applicability is evalu-
ated within this paper.

In previous research, flow line production systems were 
mainly analyzed by stochastic decision models, whereby the 
defect of one machine generated a maintenance window for 
another machine [2]. The approach presented in this paper 
evaluates the more difficult prediction of optimal mainte-
nance times for independent machines in parallel production 
systems (Fig. 1) using reinforcement learning. Hence, the 
proposed method offers a new perspective on opportunistic 
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maintenance in terms of the occurrence of opportunistic 
time windows for maintenance measures.

The underlying implementation is based on the formula-
tion of a decision model extending a predictive model for the 
optimal execution time of a maintenance action with the aim 
of minimizing maintenance costs, maintaining production 
capacities and maximizing the production output. Section 2 
covers the fundamentals and literature review of existing 
approaches, Sect. 3 outlines the production system that is 
considered in this paper, Sect. 4 describes the reinforcement-
learning-based learning agent and, finally, Sect. 5 summa-
rizes the results that are obtained.

2  Fundamentals and literature review 
on opportunistic maintenance

Currently, the relevance of predictive maintenance in man-
ufacturing processes increases due to its ability to predict 
upcoming faults and thereby resulting in decreasing down-
times and planning effort for maintenance activities. Differ-
ent predictive maintenance approaches are summarized in 
[3]. However, there exist ideas to evolve predictive mainte-
nance and enhance its impact on the production as presented 
in [4] to combine predictive maintenance with continuous 
quality control. Another possible evolution of predictive 
maintenance is opportunistic maintenance, which does not 

only consider the breakdown times of production compo-
nents but also takes opportunity costs of the maintenance 
into account. Recent research by [2] developed stochastic 
decision model based optimization strategies for the main-
tenance management of flow line systems. Furthermore [5] 
analytically proved the cost efficiency of an opportunistic 
maintenance strategy in a production environment with ran-
dom waiting times.

The relevance of reinforcement learning for the determi-
nation of optimal policies to different manufacturing tasks 
increases highly as described in [1, 6]. Its applicability in 
maintenance issues was already proven for both, predictive 
as well as flow line opportunistic maintenance according 
to [7, 8].

Wang [8] showed the optimization potentials of rein-
forcement learning based multi-agent systems for flow line 
productions as already regarded by [2, 5]. In contrast, the 
herein presented approach considers reinforcement learning 
for the maintenance management of machines without inter-
dependencies in a parallel production system. Therefore, the 
goal is to reduce the interference between production and 
maintenance through a better synchronization. Thus both 
the automation in terms of recommendations of maintenance 
measures can be further increased and a cost reduction by 
decreasing opportunity costs is achieved.

The aim of the approach presented below is to implement 
a generic, virtual production system in which the independ-
ent machines are observed by condition monitoring. In case 
of a predicted disturbance, a machine should be maintained 
at the optimal time, characterized by low machine utilization 
of the production component, to reduce the opportunity costs 
of maintenance (Fig. 2). For this purpose, an agent should be 
able to predict a breakdown implicitly based on the condi-
tion monitoring parameters, to control the operation mode of 
the machine and to carry out the maintenance at the optimal 
time, by understanding the stochastic correlations.

Therefore a real production system was abstracted and 
implemented as simulation model to achieve a direct inter-
action between the agent and the production system envi-
ronment (see Sect. 3). The virtual system is optimized in 

Fig. 1  Structure of a parallel production system consisting of identi-
cal machines with upstream buffers

Fig. 2  Opportunistic mainte-
nance for independent machines 
in a parallel production system 
regarding the systems usage
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terms of maintenance by reinforcement learning agents, 
as introduced by [9]. The goal of an agent is learning an 
optimal strategy by taking actions At leading from the cur-
rent state St to a new state St+1 . Depending on the desir-
ability of the action (or the state-action-combination) the 
agent is rewarded by Rt+1 . Other applications have already 
shown that multi-agent systems can perform better than a 
single agent or multiple agents sharing a single knowledge 
base [10]. This could be proved for this scenario, in which 
each machine represents the environment for an independ-
ent agent, as well (Fig. 3). Hence, in the following sections 
only the favourable approach of multi-agents will be further 
analyzed.

The computational results in Sect. 5 are based on the eval-
uation of four advanced reinforcement learning algorithms 
out of the very potent tensorforce library (which is built 
on top of tensorflow). To reduce the implementation effort, 
four algorithms were pre-selected by qualitative criteria like 
performance in suitable benchmark cases as well as hetero-
geneity of the implementations. The structure of these four 
algorithms was then analyzed to detect the best theoretical 
suitability: According to the definition of general strategy 
gradient methods, their core advantage is their applicability 
within high-dimensional state and action spaces. Further-
more, these methods are able to learn in stochastic envi-
ronments. Both factors are relevant within the presented 
scenario, and therefore implies a disadvantage for Deep-
Q-Networks (DQN) [11]. In contrast to the Vanilla Policy 
Gradient (VPG) [12] method, Proximal Policy Optimiza-
tion (PPO) and Trust Region Policy Optimization (TRPO) as 
established by [13] are able to optimize non-linear strategies. 
Thus, these two methods should outperform DQN and the 
VPG method [13]. In addition, both TRPO and PPO agents 
come up with improved convergence behaviour, which may 
result in local rather than global maxima. The difference in 
performance between achieving and not attaining a global 

optimum is quantitatively determined in Sect. 5.2. In a prior 
validation process, it could be shown that PPO agents per-
form better than DQN and VPG. Furthermore, PPO agents 
should outperform TRPO agents by using multiple periods 
of gradient increase for a single policy update as given by 
[14]. The evaluation of the algorithms’ performance with 
identical parametrization proved the theoretical suitability.

3  Production system simulation model

The herein implemented simulation model of a generic 
production system consists of a variable number of iden-
tical, parallel working machines, each with an upstream 
buffer, which receives a varying number of identical orders 
at each time step and passes the foremost order to the 
machine (Fig. 1). The varying number of new orders for 
each buffer is a random value, created by a rayleigh distri-
bution (which is a distribution, whos right-skewed density 
has values unequal to zero only in the first quadrant). In the 
presented simulation, the distribution was parameterized 
with a maximum of the density at x = argmax f (x) = 0.6 . 
The machine processes the incoming jobs in a stochastic 
time period. Afterwards, the job leaves the system. The 
condition of each machine is monitored and influences 
the behavior of the machine with regard to a breakdown. 
Each machine may fail, with the time of the next break-
down depending on the current machine parameters. If 
a critical, breakdown-initiating value (e.g. speed, torque, 
temperature) indicating a starting fatigue of materials is 
observed [15], a malfunction, i.e. unstable operation mode, 
begins that ends with the breakdown after a certain period 
of time (again depending on the machine parameters). If 
one machine fails, it is repaired in a constant time period 
by a single maintenance engineer who is responsible for 
every machine in the production system. After a repair, the 
machine is back in the desired state and the maintenance 
worker can return to other machines.

3.1  Machine states

There are several states for each simulated machine (see 
Fig. 4). A machine in normal operation processes orders 
at normal speed until a breakdown-initiating event occurs. 
Upon such an event, its internal state changes to a state of 
normal operating speed in which jobs are processed until 
the breakdown or a maintenance action (“Normal Operation 
Until  Breakdown”).

The further behavior depends on the modes that are con-
sidered as comparison and benchmark for the later presented 
reinforcement learning approach:Fig. 3  Setup of a multi-agent system with one agent per machine



36 Production Engineering (2019) 13:33–41

1 3

– In the reactive mode, a machine works until its defect and 
is then restored to its desired state by a fixed-duration 
repair.

– In the time-based mode, a machines operates a fixed 
period of time during the malfunction and each machine 
is serviced prior to the breakdown (after 60% of the criti-
cal period has elapsed) and accordingly returned to the 
desired condition.

– In the perfect prediction mode, a heuristic, with omnis-
cience of faults and defects within the system, always 
executes maintenance measures shortly before the defect, 
as it would be performed by predictive maintenance. 
Although it does not take into account opportunity costs 
such as the current system utilization, it forms a reliable 
upper bound, which can only marginally underestimate 
the optimal solution.

In the time-based mode as well as in the perfect prediction 
mode, it is assumed that a maintenance action lasts 30% of 
the time a repair takes.

3.2  Stochastic modelling of machines’ breakdown 
initiation

The implementation of the model is mainly based on 
assumptions and the states described in Sect. 3.1. Within the 
simulated time, orders are stochastically added in each itera-
tion. Next, a new currently measured parameter is added to 
the state representation and the current state of the machine 
is queried. Based on the current state representation of the 
system parameters, their variance is calculated and com-
pared with the critical value. If there is only a small devia-
tion from the mean value, the machine remains in the normal 
state. However, if there is a deviation greater than a critical 

value, this event is interpreted as a breakdown-initiation. 
Then, using a bathtub curve, as a model of the breakdown 
probability, consisting of the combination of two Weibull 
density functions [16] according to Fig. 5, the breakdown 
time is calculated in each iteration as follows.

The deviations of the machine parameters from the 
expected value are represented by the corrected variance �2 . 
This is normalized as 1

|1−�2| and then multiplied with the 

Weibull density functions for scaling (Eq. 1). After scaling, 
the time to breakdown is calculated by integrating the scaled 
bathtub curve, whereby the integral over the density func-
tions indicates the probability of a breakdown. Then the 
t-value, for which the integral value equals 1 (100%) is deter-
mined to stochastically set the time to breakdown based on 
the Weibull Distribution (Eq. 2).

The advantage of the developed method is the scaling of 
the combined probability density (Fig. 5). In this way, the 
consideration that larger deviations from the normal state 
lead to an earlier breakdown can be represented.

4  Agent implementation

The learning agents enables the automated control of all 
maintenance in the production system and the agents can 
learn the optimal maintenance strategy.

The implementation assumes that the production speed 
of a machine can be reduced. Based on this assumption the 
controllable states of the simulation are expanded by two 

(1)

f (t) =

⎧⎪⎨⎪⎩

1

�1 − �2��k(�t)
k−1e−(�t)

k

t ≤ 0.5 with k = 0.5,

1

�1 − �2��m(�t)
m−1e−(�t)

m

t ≥ 0.5 with m = 5

(2)∫
t

0

f (t) dt
!
= 1 ⇔ t = ⋯ .

Fig. 4  States and transitions of a machine within the production sys-
tem

Fig. 5  Determination of the breakdown time using integration of a 
bathtub curve consisting of two piecewise defined Weibull distribu-
tions
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different emergency operations in order to have a more real-
istic setting (Fig. 4). The emergency operation enables the 
agent to delay the imminent breakdown to find the best pos-
sible time for a maintenance action. In this emergency opera-
tion, the production speed is reduced, whereby the time to 
breakdown is delayed disproportionately longer. In contrast, 
the second alternative emergency operation is implemented 
to test and validate the learning agent. Although the produc-
tion speed decreases in this situation, the time to breakdown 
of the machine does not change. Accordingly, this operation 
never pays off and is only implemented to prove the appli-
cability of the agent even in more complex (noisy) systems. 
The agent monitors changes in production parameters over 
time and responds at each time step to the current state with 
an action that results in a transition to a (new) state (Fig. 6).

When implementing opportunistic agents, much effort 
has to be put into the definition of a suitable interface and 
the synchronization of simulation and learning system. With 
regard to the agent a detailed view on the reward signal is 
essential:

– The agent decides in normal operation every time a 
new parameter is measured, if it considers the machines 
condition still ordinary or if the condition is critical. It 
is exclusively positive rewarded, if it is right. A cor-
rect decision means choosing the normal operation if 
the machine parameters are not critical and switching 
to normal operationuntil breakdown if the parameters exceed 
a critical value. If the agent takes a wrong decision the 
reward equals zero, which is a sort of a punishment in 
comparison to the positive reward. This is how the agent 
learns the breakdown initiation.

Subsequently, the agent intentionally induces state transi-
tions through actions. In each state, the agent is therefore 

asked after every processed order whether it wants to 
change the state according to the directed graph in Fig. 4:

– If an action is invalid, i.e. the state is not allowed, the 
agent will not receive any reward.

– The alternative emergency operation to disturb the 
agent is never rational and therefore neither rewarded.

– Va l i d  s t a t e  t r a n s i t i o n s  b e t we e n  n o r m a l 
operationuntil breakdown and the two different emergency 
operations are, considered with a positive reward equal 
to edge weights in directed graphs. The amount of reward 
for the transition from one operation mode to another 
depends on the current buffer volume. For example, if the 
buffer volume is high, it is better for the agent to choose 
the emergency operation because it delays the breakdown 
and waits for a time with lower opportunity cost (i.e. a 
smaller buffer volume) to perform a maintenance action.

– If the agent does not decide to initiate a maintenance 
action shortly before a breakdown, it will be penalized 
with a negative reward of −1.

The key of the agent’s reward is the behaviour of initiating 
a maintenance action. The reward depends on a current 
buffer volume � and the time t until breakdown:

The condition � = 0 is due to a relative small maximum 
buffer volume of ten orders in the buffer during the simula-
tion. During different parametrization of this condition, it 
could be observed that “softer” constraints irritate the agent 
and reduce learning performance. The choice of the natural 
logarithm leads to a reasonable scaling of the comparatively 
large values t and ensures continuity.

5  Computational results

The computational results are structured as follows: The 
relevant learning objectives and their achievement are dis-
cussed first. Then a comparison of the processed orders of 
the intelligent controlled production with the heuristically 
determined processed orders based on traditional mainte-
nance methods follows (e.g. reactive, time-based). Based 
on this, a cost comparison is carried out which unambigu-
ously quantifies the potential of the implemented method. 
Finally, a statistical analysis of the results is given in 
Sect. 5.2 with a sample from the scope n = 40 to analyse 
the robustness of the learning based approach to reach a 
global optimal solution.

(3)Rt(�) =

{
1

ln(t)
if � = 0 and t ≥ 1

0 otherwise.

Fig. 6  Interaction between agent and environment
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5.1  Achieving successful learning performance

The primary objective of the underlying agent implementa-
tion is to initiate a maintenance action in the period just 
before a defect. Achieving this goal is illustrated in Figs. 7 
and 8 by the performance improvement during the learning 
phase starting from an initial state with a totally random 
behaviour. Figure 7 illustrates the remaining time to break-
down which is measured every time a maintenance is initi-
ated by the agent during the critical state. This remaining 
time to breakdown is identified as unused potential, which 
decreases over the learning process. From about 20% of the 
simulated time, the agent follows a strategy that brings the 
maintenance action closer to the defect. Hence, the agent 
proves that it is able to implicitly learn the prediction of a 
breakdown without being directly rewarded for it. Based on 
this, the agent performs a preventive action shortly before 
a defect. As shown in Fig. 9, there are still breakdowns that 
were not prevented by the agent, but these breakdowns occur 
mostly just at the beginning of the learning process. This 
is illustrated by the agent receiving mainly rewards greater 
than or equal to zero, whereby the negative reward of −1 
indicates the occurrence of a not prevented defect. Accord-
ingly, the agent learns to prevent breakdowns by preventive 
maintenance actions shortly before the defect occurs. How-
ever, for each maintenance action, the agent does not only 
seek a point in time as close as possible to a breakdown, but 
rather a combination of a point in time as late as possible 
and a point in time with the least possible buffer volume, i.e. 
optimal from an opportunistic point of view. This behavior 
is illustrated in Fig. 8 by the buffer volume at the time of 
maintenance action, where the decrease in buffer volume at 
the time of breakdown proves the effective learning.

The combination of these results leads to the conclusion 
that the agent learns the desired behavior by observing the 
impact of its actions and thereby optimizing the overall 
maintenance management. In addition to that, the imple-
mentation also proves that noisy data in the form of mean-
ingless states does not prevent the learning process of the 
agent (see Fig. 10). Furthermore, the agent is able to learn 
the validity of the actions depending on the current state. 
During the learning process, a total of around 14,000 invalid 
actions are selected, amounting to 460,000 actions (in total 
roughly 3%), with about a quarter of the non-valid actions 
taking place in the very first learning period. This equals 
the exploration phase until around 10% of simulated time. 
Thereafter, the slope of the curve decreases significantly and 
hardly any invalid action is selected by the agent. That also 
demonstrates that edge weights in a directed graph represent 
traceable rewards for an agent.

Fig. 7  Remaining time to breakdown at the time of performing a 
maintenance action

Fig. 8  Buffer volume at the time of performing a maintenance action

Fig. 9  Reward signal of an opportunistic PPO agent
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The relevance and significance of the completed learn-
ing process is illustrated by a performance and cost com-
parison in the following section.

5.2  Economic evaluation of output and costs

The potential of the proposed PPO multi-agent system is 
quantified in Fig. 11 by comparing it with the benchmarks 
reactive, time-based and perfect prediction introduced in 
Sect. 3.1. Time-based maintenance means carrying out a 
maintenance measure after 60% of the critical period has 
elapsed. Comparing with this maintenance strategy the agent 
hardly differs at the beginning, only after about 25% of the 
simulated time.

In this first section, the agent and the perfect prediction, 
regarded as upper bound, have different gradients, but in the 
subsequent phases both functions are approximately parallel, 
suggesting that the learning behaviour is optimal. To further 
investigate this, Fig. 12 compares the gradients of the perfect 
prediction mode and the agent-based control. The differences 
of the gradients are determined for each time step and their 
moving averages are displayed. As previously described, at the 
beginning, up to about 5% of the simulated time, the gradient 
of the perfect prediction mode is significantly higher than the 
gradient of the agent controlled maintenance. In the following 
phase up to about 50% simulation time, the gradient difference 
alternates by about 20%. In the optimal phase of learning (see 
Fig. 7) after about 80% simulation time, the gradient of the 

Fig. 10  Use of the alternative emergency operation

Fig. 11  Comparison of intel-
ligent maintenance with reactive 
and preventive maintenance as 
well as the perfect prediction

Fig. 12  Difference of gradients
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perfect prediction mode and the agent control actually differs 
only marginally. In this phase, the difference is also negative, 
which means that the agent controlled system processes more 
orders than the perfect prediction benchmark, which is due to 
idle times that the opportunistic agent uses more efficiently for 
maintenance (as per assumption in Sect. 3.1).

This shows that an opportunistic agent is able to outper-
form existing benchmark maintenance approaches. Moreover, 
it could be shown both that the agent is able to learn the opti-
mal strategy. Hence, the results are a completely new form of 
agent-controlled opportunistic and additionally maintenance.

In runs where the learning-based agent does not find the 
optimal solution due to the underlying stochastic, the abso-
lute deviation of the number of processed jobs from the best 
observed value is around 15% demonstrating consistency 
and robustness. On the other hand, the worst measured result 
during the validation process is still better than the outputs 
of reactive and time-based maintenance. For better quantifi-
cation of the stochastic results of the agent control a sample 
of n = 40 is used to evaluate the overall results (Fig. 13). The 
density function is based on a histogram, whereby the func-
tion itself represents an approximation of the normal distri-
bution (central limit theorem) that is based on the sample 
values. The area of high relevance is [ +�,+2� ] or [ +�,+∞ ). 
Accordingly to the normal distribution assumption, the prob-
ability of obtaining values in the range [ +�,+∞ ) is around 
15.87%.

These results focus on the increasing output that is 
achieved with the implementation as a result of reducing 
the opportunity cost of the maintenance strategies and reduc-
ing production downtime due to a lower total number of 
maintenance activities. On the other hand, the opportun-
istic maintenance reduces the costs of breakdown preven-
tion significantly by targeted measures at the latest possible 
times, creating an additional financial potential. Executing 
maintenance measures as late as possible (see Fig. 7) means 
a reduction in costs, as fewer maintenance operations have 
to be carried out. The results are summarized in Table 1.

This does not take into account the more advanced and 
thus better exploited wear rate of the machine components, 
which is why the actual value tends to be underestimated. 
In addition, the potential is even greater under a long term 
consideration as the divergence between the approaches then 
continues to increase. The agent’s first phase of orientation 
and exploration negatively impacts the number of defects 
and maintenance results as shown in Figs. 7 and 9.

6  Conclusion and outlook

The herein presented approach shows a novel opportunistic 
maintenance strategy and gives further evidence of the suc-
cessful application of reinforcement learning algorithms 

in manufacturing. It could be shown that the implemented 
opportunistic, multi-agent controlled maintenance results 
in an optimized system output and a significant reduction 
of both maintenance costs and effort. Furthermore, the 
performance is robust and could be even improved with 
an isolated implementation without meaningless states and 
with knowledge whether actions are valid. Such informa-
tion can be implied in future implementations for more 
stability in the learning process and for an increased per-
formance. Hence, the introduced approach offers still opti-
mization potential in terms of the learning performance. 
The approach could be also extended to take additional 
tasks of production control into account such as order dis-
patching and scheduling.

Fig. 13  Density and distribution function of a sample of simulation 
results of n = 40 in terms of processed jobs
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