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Abstract In dry NC milling, a significant amount of heat

is introduced into the workpiece due to friction and mate-

rial deformation in the shear zone. Time-varying contact

conditions, relative tool–workpiece movement and con-

tinuous geometric change of the workpiece due to material

removal lead to a perpetually changing inhomogeneous

temperature distribution within the workpiece. This in turn

subjects the workpiece to ongoing complex thermome-

chanical deformations. Machining such a thermally loaded

and deformed workpiece to exact specifications may result

in unacceptable shape deviations and thermal errors, which

become evident only after dissipation of the introduced

heat. This paper presents a hybrid simulation system con-

sisting of a geometric multiscale milling simulation and a

finite element method kernel for solving problems of linear

thermoelasticity. By combination and back-coupling, the

described system is capable of accurately modeling heat

input, thermal dispersion, transient thermomechanical

deformation and resulting thermal errors as they occur in

NC milling processes. A prerequisite to accurately pre-

dicting thermomechanical errors is the correct simulation

of the temperature field within the workpiece during the

milling process. Therefore, this paper is subjected to the

precise prediction of the transient temperature distribution

inside the workpiece.

Keywords Milling simulation � Geometric modeling �
Thermal error � Deformation � Process optimization � Finite

element method (FEM)

1 Introduction

During machining processes, a significant amount of

energy is converted to heat, resulting in a thermally loaded

workpiece. Dry NC milling and milling with minimum

quantity lubrication are particularly affected by this.

Workpieces in a thermally loaded state, which are

machined to exact specifications without compensating for

thermal effects, may exhibit shape deviations or tolerance

violations after unloading. In order to avoid rejects during

production, the process must be modified to predict and

compensate for thermal error between as-built and

designed part.

Compensating thermal errors in any production process

postulates that these errors are known, determined either by

experimental prototyping or by means of simulating the

process to the required level of detail. Simulating thermal

errors in NC milling is a challenge due to several aspects.

The heat input depends on a number of different process

parameters, used materials, tool geometry, and milling

strategy. Relative tool–workpiece movement and continu-

ous changes of the workpiece geometry result in time-

varying contact conditions. As the tool moves through the

workpiece, thermally loaded material is removed while at

the same time energy—and hence heat—is introduced into

the workpiece. Ongoing geometrical changes affect heat

dispersion within the workpiece, while clamping, envi-

ronmental temperature, and heat transmission coefficient

constitute further issues of influence. This results in a

complex inhomogeneous and constantly in-flux tempera-

ture distribution within the workpiece, which in turn affects

the workpiece deformation during the machining process.

In this paper, a hybrid simulation system is presented

which, by combination of multiple workpiece models, is

capable of accurately predicting transient workpiece
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temperatures and deformations during dry NC milling. The

system consists of a geometric multiscale process simula-

tion and a fictitious domain finite element method (FEM)

kernel. The geometric process simulation is used to

advance the state of the milling process with respect to

material removal, cutting force calculation, and energy

input. This state is then forwarded to the FEM kernel,

which updates the thermomechanically induced tempera-

ture distribution as well as the resulting displacement field.

By back-coupling the displacement field with the geomet-

ric process simulation, the resulting thermal errors can be

predicted.

In order to attain a correct prediction of shape deviation,

the hybrid simulation system must be calibrated with

respect to cutting forces and energy input. This can be

achieved with simple experiments, which are described in

the following. Once calibrated, the accuracy of the work-

piece temperature prediction of the hybrid simulation sys-

tem is validated by comparison with experiments.

2 Related work

Analysis and prediction of thermomechanical shape devi-

ations and thermal errors is an area of ongoing research,

with early work dating back to the 1940s [17]. More

recently, Davis et al. [3] present an overview of significant

findings.

Works on thermoelasticity include classical [6] as well

as generalized approaches [2, 8]. Solving problems of

thermoelasticity is often attempted with finite element

analysis (FEA). It is theoretically possible to predict the

chip formation in detail to calculate different contributing

factors to thermal loading, like friction and shearing. In

practice, model simplifications may result in significant

errors, and the application of FEA to complete machining

processes is limited by available computing capacity.

Recent research in FEA-based techniques focused on

various meshing and material removal techniques [15].

While some models consider only the cutting zone [18],

others assume a constant heat input along a predefined

cutting path [14]. The first approach allows for an accurate

prediction of model stress and temperature in the cutting

zone, while the latter allows for the simulation of complete

NC programs. Other research considers not only the heat

input into the model, but also the partitioning of heat into

the tool, workpiece, chip and air [5]. Heisel et al. [7]

describe an FE model capable of predicting heat input and

thermal distribution in orthogonal cutting.

Various analytical and numerical models have been

developed for the prediction of cutting forces, energy input,

thermal distribution and induced deformations. An over-

view of recent advances in the modeling of machining

processes can be found in [1]. A well established method

for the calculation of cutting forces during NC milling is

based on the equation of Kienzle [11], which has found

application in a number of simulation systems [4, 16]. By

bringing together these areas of research, a prediction of

energy input into the workpiece is possible.

It can be stated that the prediction of the chip formation

and the heat input depends on a large number of boundary

conditions, for which no universal model has yet been

found [1]. For this reason, models are usually subject to a

specific set of parameters and simplifications. For example,

the assumption of some heat input model may depend on

the used workpiece material as well as the cutter properties.

The hybrid simulation system described herein is com-

prised of a geometric process simulation and an hp-adap-

tive FE kernel. The geometric process simulation is used to

determine the shape of the workpiece and the uncut chip at

some simulation step, as well as the heat input resulting

from the performed cutting work. The FE kernel is then

utilized to determine the workpiece deformation for that

simulation step.

3 Hybrid simulation system

An overview of the hybrid simulation system is presented

in Fig. 1. The geometric process simulation makes use of

different models in order to efficiently compute process-

specific behavior and effects [13]. Among others, the pre-

diction of cutting forces and dynamic behavior is possible.

For the purpose of predicting thermal errors, the simulation

system was augmented with an energy input model, from

which the thermal input can be calculated [9, 19]. Given

the thermal input, the workpiece deformation can be

determined by standard equations of linear thermoelastic-

ity. These are solved using a fictitious domain FE kernel

[10]. After calculating the workpiece deformation, the

geometric process simulation can access the deformation at

each material point for the current simulation step. By

back-coupling the deformation into the process simulation,

the thermally induced geometric errors can be modeled.

3.1 Geometric process simulation

The geometric process simulation makes use of construc-

tive solid geometry (CSG) to describe the shape of the

workpiece, tool and uncut chip. Even though CSG provides

no immediate surface representation, and the primitives are

of regular shape, it is particularly well suited for applica-

tion of Boolean operations and intersection computations.

Complex geometries can be represented by sequences

or compositions of operations the union, difference and

intersection.
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Let W0 represent the initial CSG shape of the workpiece.

Without loss of generality, the workpiece may be consid-

ered a stationary object while the tool moves during the

process. Let Ti represent the tool shape with applied

translation and rotation corresponding to the i-th simulation

step. The workpiece geometry at simulation step iþ 1 is

then given by Wiþ1 ¼ Wi n Tiþ1. Tool position and rotation

are given by the NC file. Hence, the workpiece shape Wn

for any simulation step n can be described by the

following:

Wn ¼ W0 n
[n

i¼0

Ti: ð1Þ

For every simulation step, which corresponds generally to a

tooth feed, the shape of the uncut chip can then be

described as the intersection of the workpiece geometry

and the tool geometry.

Cn ¼ Wn�1 \ Tn: ð2Þ

The uncut-chip thickness is determined by intersection

calculations between the uncut-chip geometry and a set of

sampling rays. In order to model the sweeping cutting edge

of the tool through the workpiece material, each tooth feed

is subdivided into a predefinable amount of substeps. For

each temporal subdivision of a tooth feed, points on the

cutting edge serve as end points of sampling rays that are

directed perpendicular to the surface of the rotationally

symmetric tool envelope (cf. [12]). Rays in the toroidal part

of the cutter are thus generated using a spherical approach,

i.e. under consideration of the corner radius. The ray

generation is parametric with regard to subdivision of tool

axis, circle subdivision, and, for toroidal cutters, spherical

sampling.

Given the uncut-chip thickness, the Kienzle equation

is used to compute the cutting forces, where specific

parameters require calibration by experiment, described

in Sect. 4.1. The cutting work can be derived by con-

sidering the distance that the cutter moved since the

previous simulation step. A heat input model is then

used to determine the amount of energy induced into the

workpiece [19].

The simulation system is developed in such a way to

allow for a substitution or extension of the heat input

model. For example, in [9], heat input was uncut-chip-

thickness dependent. The current investigation focuses on

the comparison of milling strategies. For this contribu-

tion, a constant percentage of 23 % of energy was

inserted as heat into the workpiece. The used approach

modeled the thermal loading of the workpiece to ade-

quate accuracy and was chosen because of its simplicity,

although it is by no means universally applicable. Fur-

ther relevant parameters for the thermal simulation are

listed in Table 1.

3.2 Thermomechanical finite element model

The linear thermomechanical problem is modeled by

means of an hp-adaptive FEM that is enriched with a high-

order fictitious domain approach [10]. The deformations

are discretized via the Crank Nicolson scheme in time, and

a higher-order fictitious domain method in space. As the

workpiece is subjected to constant geometric changes

during the milling process, the FEM meshing scheme is of

great importance. A hierarchical mesh of nested hexahe-

drons with hanging nodes defines the rough shape of the

domain and a volume mesh consisting of tetrahedrons,

prisms, and pyramids is used in order to describe the

boundary of the workpiece.

Fig. 1 Overview of the hybrid simulation system

Table 1 Parameters used for the heat input simulation

Heat transfer coefficient to air 20 W
m2 �K

Heat transfer coefficient to vice 1,800 W
m2 K

Thermal capacity 862 J
kg K

Material density 2,810 kg
m3

Conductivity 115 W
m K
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3.3 Simulation input

Once the simulation system has been calibrated and

configured with regard to sampling detail, it requires as

input only the process information. Specifically, this

includes a CSG description of the workpiece and a

parametric description of the tool. The tool is defined by

parameters such as diameter, number of teeth, helix angle,

and corner radius (in case of a toroidal tool). Furthermore,

the actual NC program to be simulated is required as

input.

4 Experimental work

The experiments described herein were conducted on a

Röders TEC RFM 1000 milling machine. The tools used in

the experiments were a FRAISA toroidal cutter AX-R with

1:5 mm corner radius and a FRAISA cylindrical cutter.

Both tools have a diameter of 12 mm with two teeth and are

made of uncoated HM MG10. The helix angle of the

cylindrical cutter is 40�, that of the toroidal cutter 30�.
All probes were made of aluminum AL 7075 T 651,

varying in size with respect to the performed experiments.

For thermal measurement, type K thermocouples were

fitted into pre-bored holes in the respective probes.

Workpiece deformation was measured using multiple

Keyence LK-G32 laser sensors in various arrangement.

A Kistler 9255 3D force measurement platform was used

for force calibration experiments.

4.1 Calibration of force parameters

In order to determine the parameters of the Kienzle equa-

tion, a workpiece of dimensions 150 mm� 150 mm�
40 mm ðlength� width� heightÞ was mounted on a 3D

force measurement platform. The workpiece was then

machined with varying axial and radial infeed.

The measured forces were used to find optimal param-

eter values for the Kienzle equation. The calibration pro-

cedure was performed for each cutter. Additionally, runout

(0:03 mm for the cylindrical and 0:005 mm for the toroidal

cutter) of the cutting edges was taken into account. Fig-

ure 2 displays a series of tooth engagements for full radial

immersion with axial immersion of 2:5 mm.

4.2 Calibration of heat input

The experimental setup for the heat input calibration fol-

lows the same principles as described in [9].

Experiments were performed on probes of dimensions

90 mm� 4 mm� 40 mm ðlength� width� heightÞ. Every

probe was pre-drilled with small holes on both 4 mm faces.

These holes were fitted with type K thermocouples which

were offset from the probe base by 5 and 25 mm,

respectively.

Every probe was machined to a height of 27 mm.

All experiments were performed with parameters

ap ¼ 1:5 mm, ae ¼ 3 mm, fz ¼ 0:07 mm, with spindle

speed S ¼ 30; 000 min�1.

In comparison to the results described in [9], the simu-

lation underestimates the heat input for the toroidal tool. A

crucial simulation parameter apart from the heat input is

the thermal flow into the clamping. In previous experi-

ments, workpieces were clamped in polyurethane blocks

with low thermal conductivity to prevent a large heat flow

into the vice. However, measurements in the polyurethane

blocks revealed a temperature increase during the calibra-

tion phase, resulting in an error of the simulated heat flow

under assumption of a constant boundary temperature. The

heat input factor is also very sensitive with respect to the

uncut-chip thickness, resulting in great uncertainties of the

heat input values for the simulation. In light of these issues,

further experiments with an appropriately adapted cali-

bration setup are required to achieve a robust and accurate

prediction of heat input for the toroidal tool. Thus, the

following results focus on the heat input of the cylindrical

tool.

4.3 Comparison of strategies and tools

The validation experiments were performed on probes of

dimensions 70 mm� 70 mm� 20 mm ðlength� width�
heightÞ. Every probe was pre-drilled with nine holes and

fitted with type K thermocouples, as displayed in Fig. 3.

Fig. 2 Calibration of parameter values for the simulation of process

forces for the used tools (top cylindrical cutter, bottom toroidal cutter).

Helix angle and runout were taken into account to find suitable force

parameters. Both graphs present simulated and measured forces in the

x direction (red) and in the y direction (green) (color figure online)
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The experiments were performed using the same set of

parameter values listed in Sect. 4.2.

Deformation was measured in two directions by use of

Keyence LK-G32 laser sensors. Probes were clamped ex-

centrically, with a clamping area 20 mm� 20 mm per side,

to allow for elongation along one axis. The experimental

setup is shown in Fig. 4.

Figure 5 shows the thermal loading of the workpiece for

the three strategies that were compared for milling a half-

open pocket into the probe: a line-wise strategy ðS1Þ, and

two spiraling strategies, where one expands outward from

an initial notch ðS2Þ, while the other converges inward in a

concentric pattern ðS3Þ.
It should be noted that, for every z level, the initial cut of

the strategies S2 and S3 requires full immersion of the tool.

Subsequently, both strategies continue with ae ¼ 3 mm.

5 Results

To provide for clarity, measured and simulated tempera-

tures are only presented for measuring positions T3 and T7.

Agreeable results between simulation and experiment were

observed for the other positions and thus provide no

additional insight. The selected positions represent areas of

interest with respect to the clamping setup.

The experimental results reveal a large influence of the

choice of strategy for pocket milling on the thermal load.

Selecting an appropriate strategy is therefor a means of

avoiding excessive heat input and reducing the resulting

thermomechanical deformations of the workpiece. The

duration of the milling process and its intensity, which can

be defined by the mechanical load, is of great importance

for the overall heating of the workpiece. Furthermore, the

varying location of the heat input and the material removal

affect the resulting temperature distribution.

Figure 6 displays the workpiece temperature for strate-

gies S1; S2 and S3 at the thermocouples T3 and T7,

respectively.

Strategies vary with respect to duration of the process

and the thermal loading. All strategies revealed a large

temperature gradient between the measured locations, with

a maximum deviation of up to 10 Celsius at the end of the

process. This is due to the heat exchange with the clamping

device near T7 and T1 (see Figs. 3, 4).

In order to accurately predict thermomechanical defor-

mations of the workpiece, precise measurement and sim-

ulation of the temperature distribution within the

workpiece is required. The experimental setup allows for

an evaluation of the quality of the results obtained by

simulation. The heat transfer coefficients from workpiece-

to-air and workpiece-to-vice constitute issues of uncer-

tainty. Both values were calibrated together by simulating

the cool down of the thermally loaded shape of the work-

piece. The temperature increase of the vice in the clamping

area is another issue which requires further investigation.

By considering a varying vice temperature during the

milling process, the boundary conditions for the experi-

ments were determined successfully.

Figures 7, 8 and 9 present a comparison of measured

and simulated workpiece temperatures for strategies S1; S2

and S3. These results demonstrate that the simulation

Fig. 3 All workpieces were prepared with inserts for thermocouples

on the face opposite to the milling side. Positions were offset from a

regular 3� 3 pattern to avoid measuring only symmetric data

Fig. 4 Experimental setup for strategy and tool analysis with respect

to heat input and thermomechanical deformation. The hatched area

indicates the location of the cavity. L1 and L2 denote the laser sensors

used for deformation measurement
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system is not only able to predict the timing and trend of

the workpiece temperature but also its precise level. Small

deviations between simulated and measured values can be

seen in all diagrams. These may be attributed to mea-

surement errors, model simplifications and thermal effects

that were not measured, such as the temperature change of

the air around the probe.

The simulations initially outperformed the experiments

in terms of process duration. This results from the fact that

the simulation is not subject to physical limitations, in

particular with respect to acceleration of individual

machine axes. As the feed rate of the physical process is

not constant throughout, the uncut-chip thickness varies,

which in turn results in an overall higher thermal loading of

the workpiece when compared with the simulation. For the

experiments described herein, the workpiece temperature

could be predicted to within acceptable deviations by

reducing the feed rate in the virtual process such as to

match the duration to the experiment. However, processes

of longer duration may not be predictable by such a

linearization.

Fig. 5 a Strategy S1: line-by-line milling. b Strategy S2: initial slot milling at the center of the cavity and subsequently outward spiraling tool

path. c Strategy S3: initial slot milling along the boundaries of the cavity with subsequently concentric spiraling tool path

Fig. 6 Comparison of different milling strategies with respect to the

thermal loading of the workpiece. Corresponding curves show the

measured temperatures at thermocouples T3 and T7 for all strategies

during the milling process

Fig. 7 Comparison of measured and simulated temperatures by

example of strategy S1 using the cylindrical cutter

Fig. 8 Comparison of measured and simulated temperatures by

example of strategy S2 using the cylindrical cutter

Fig. 9 Comparison of measured and simulated temperatures by

example of strategy S3 using the cylindrical cutter
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Figure 10 presents an exemplary result for strategy S2.

The measured thermomechanical deformation in the x and

y direction corresponded to the mean temperature differ-

ence, as shown in the graph on the right hand side. The

visible reference face corresponds to the measured in-

process dislocation, allowing for a measurement of defor-

mation after heat dissipation.

Experiments showed that, when all other settings

remained unchanged, the toroidal tool resulted in a higher

thermal loading of the workpiece than the cylindrical cut-

ter. This can be explained by the different material removal

and heat input locations that can be identified in Fig. 11.

While the cylindrical tool predominantly induces heat in

the feed direction, the toroidal tool, in comparison, also

induces a larger amount of heat into the area below the

tool. Thermally loaded material in feed direction is

removed with the next rotation of the tool, while induced

heat below the tool disperses throughout the workpiece.

Figure 12 presents measured temperatures for strategy

S1 for both the toroidal and cylindrical cutter. For the

simulation of this effect, calibration of the thickness

dependent heat-input factor, as well as the precise model-

ing of the process forces in the z-direction, is of great

importance. These are typically lower than in the other

directions, and are primarily caused by the material cutting

in the area of the corner radius of the cutter. These effects

were not considered within the described simulation sys-

tem, resulting in a lower thermal input for the toroidal

cutter when compared with experimental data.

6 Summary and outlook

The simulation of thermomechanical deformations in dry

NC milling requires an accurate prediction of the thermal

loading of the workpiece over the course of the process. In

this paper experimental and simulation results for a com-

parison of different strategies for pocket milling were

Fig. 10 The displayed probe was machined using strategy S2. The

deformation of the workpiece was ascertained by milling a reference

surface prior to milling the cavity, and then milling the same

reference surface with reduced ap. The graph displays the measured

thermoelastic deformation of the workpiece in y direction over time

Fig. 11 Simulation of heat input for a cylindrical (left) and a toroidal

(right) cutter. The green points denote locations where the thickness

of the uncut chip is sampled and a boundary condition (heat source)

for the FE simulation is defined. Heat input of the cylindrical tool is

predominantly in feed direction. The toroidal tool, due to the corner

radius, exhibits a slightly larger heat input into the surface perpen-

dicular to the feed direction (color figure online)

Fig. 12 Comparison of measured temperatures using cylindrical and

toroidal cutter for strategy S1
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presented, with the core focus on predicting thermal

loading of the workpieces.

A hybrid simulation system was used in order to accu-

rately predict the heat input into the workpiece during

complex milling operations. The calculations are based on

the Kienzle equation for force computations, calibrated by

experiments in order to determine suitable parameter val-

ues. By experiment, the different thermal effects of the

analyzed strategies could be determined. The simulation

was able to model the thermal loading for the cylindrical

cutter with a high level of agreement between simulated

and measured temperatures over the course of the entire

process. Simulation results for the toroidal cutter matched

the experimental data in trend, though the overall thermal

loading remained below the observed values of the

experiments.

Future research will focus on optimizing the simulation

system specifically with regards to the following issues:

Modeling and calibrating for forces in z-direction with

higher accuracy should allow for an accurate simulation of

tools with corner radius. Furthermore, correctly modeling

the boundary conditions, i.e. changes in temperature in the

air about the workpiece, as well as the temperature of the

vice in the area of clamping, require further investigation.

The simulation system will be extended to allow for a

modeling of the physical machine behavior with respect to

acceleration of the individual axes. A calibration procedure

has to be developed in order to determine workpiece-to-air

and workpiece-to-vice heat transfer coefficients.

Transient deformations of the workpieces has been

recorded in order to allow for a comparison with simulated

deformations. An next step will thus be to verify the hybrid

simulation system with respect to predicting workpiece

deformation and thermomechanical errors.
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