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Abstract Using the heat input into the workpiece during

grinding to simultaneously realize surface hardening is the

innovative approach of the grind-hardening process. Due to

the complex physical phenomena within this process, the

layout requires extensive experimental analysis to handle

the surface hardening and the process-related part distor-

tions. This paper presents a method supporting the layout

by means of the finite element analysis (FEA). Besides the

hardening depth distributions and the resulting distortions,

the research results comprise the numerical identification

of the range of the grind-hardening process regarding the

analyzed parameter sets. Therewith, the FEA provides the

possibility to meet the characteristics of the grind-harden-

ing and to support the layout of the process efficiently.

Keywords Computer aided engineering �
Grind-hardening � Process parameter identification �
Part distortion

1 Introduction

Grinding is a machining process which allows high

dimensional accuracy and surface quality of the machined

part as well as high material removal rates. Nevertheless,

grinding is predominantly used as a finishing technology

after several steps of soft machining and a subsequent heat

treatment at the end of the process chain. Such a process

chain is characterized by inevitable auxiliary process time

as well as costs for stockkeeping and logistics.

An innovative approach is to cut down the process and

auxiliary time by substitution of conventional hardening

processes with the machining process ‘‘grind-hardening’’.

Grind-hardening offers the ability for process integrated

surface layer hardening by grinding with a subsequent

finishing in one clamping. The large amount of heat in the

contact zone between the grinding wheel and the work-

piece, which is generated by deformation, shearing, friction

and separation while grinding, is used for a surface layer

short time austenization of the machined part. The mar-

tensitic hardening is mainly achieved by self quenching [1],

which is supported by the convective heat transport of the

used coolant [2].

To introduce the grind-hardening process within an

industrial environment it is necessary to predict the

achievable surface hardening and especially the process-

related distortions of the machined part. Due to the com-

plex physical interrelationships within this process this

prediction is difficult and often requires extensive test

series.

An effective method to reduce time and effort for the

layout of the grind-hardening process is its modeling and

the numerical simulation by means of the finite element

analysis (FEA) based on experimental analyses.

The objective of the presented study was to develop a

FEA-based simulation method of heat induced distortion

during grind-hardening. To evaluate the quality of the used

models and methods, the results of the simulations are

validated by means of experiments.
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2 Experimental analyses

The input data for the simulations are based on the

parameters of straight surface grinding tests using a vitri-

fied bonded grinding wheel with corundum abrasive grains

and a diameter of 400 mm. All experiments were con-

ducted on an ELB Micro-Cut A8 CNC grinder using an

water based coolant solution with a flow rate of 25 l/min.

The grinding operations were performed in up cut mode

with a wheel speed of vc = 35 m/s. During the tests, the

specific material removal rate Q’w was varied by adjusting

the tangential feed rate vft in the range from 0.18 m/min up

to 6.0 m/min and the depth of cut ae in the range from

0.1 mm up to 1.0 mm. As workpiece material soft-

annealed bearing steel 100Cr6 was used.

2.1 Measurement of grinding forces and temperature

during grind-hardening

The total amount of heat in the contact zone as well as the

partition ratio of heat penetrating the workpiece are

important factors for the simulation of thermally caused

part distortions. Considering that in grinding nearly the

entire mechanical energy is converted into heat, the total

amount of heat is ascertainable by measurements of the

tangential grinding force. Thus, grinding forces were

measured during the test series with the setup illustrated in

Fig. 1. Additionally, the temperatures in different distances

from the contact zone were measured for the evaluation of

the quality of the used models and methods.

Before the workpieces, which were 150 mm long in

grinding direction, 120 mm wide and 28 mm high, were

mounted on a force plate (3-component-dynamometer),

they were equipped with five NiCr-Ni mantle thermocou-

ples in different distances to the workpiece surface, shown

in Fig. 3. Three thermocouples (TC) were applied in the

center of the grinding wheel (TC1, TC3 and TC5), one

3 mm besides the grinding wheel center (TC2) and one

5 mm outside the grinding groove (TC4). The thermo-

couples, which have a response time of 14 ms, were

embedded into blind holes at the bottom side of the

workpiece. The distance to the workpiece surface was

determined by measuring the blind holes’ depth with tactile

measurement methods. In further tests, which dealt with

the measurement of the temperature in the contact zone,

thermocouples were embedded into through holes with a

diameter of 0.4 mm. By doing this, the exact position of

the thermocouples related to the workpiece surface could

be measured by tactile measurement methods after the

installation of the thermocouples.

The analogue output from the thermocouples was fed to

a microcomputer through a signal conditioning module

with a sampling rate of 5 kHz.

Figure 2 shows the tangential and normal grinding force

measured during the grind-hardening operation for differ-

ent parameter sets, whereas Fig. 3 shows exemplarily the

3-component-dynamometer

amplifier

adjustable
coolant supply

QCL
mantle
thermocouple

grindingwheel

vft

vC

x
z

Fig. 1 Illustration of the setup for force and temperature

measurements

Fig. 2 Measured tangential (top) and normal (bottom) grinding

forces for different parameter sets
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superimposed temperature curves for the five thermocou-

ples relating to the mounting position of thermocouple 5 at

a tangential feed rate of vft = 0.6 m/min and a depth of cut

of ae = 0.5 mm.

2.2 Heat flux distribution

For the simulation of the temperature distribution in the

workpiece the heat flux distribution in the contact zone is

an important factor. The heat flux distribution describes the

intensity of the heat source related to the contact zone area.

In the literature often an idealized heat flux distribution is

used. Common are constant, linear positive, linear nega-

tive, trapezoidal and parabolic heat flux distributions [3].

Based on the work of Shafto [4] and Schneider [5, 6] at

IWT Bremen a test stand that offers the ability to measure

the force distribution in the contact zone during grind-

hardening was developed. From the force distribution in

the contact zone the load profile and the effective heat flux

distribution in feed direction could be derived. Basis of this

procedure is the measurement of grinding forces from the

time of the entrance of the grinding wheel into the work-

piece up to the time of full engagement. For this purpose

two workpieces are arranged behind one another in a dis-

tance of 50 lm, whereby the grinding wheel is with almost

the entire contact length in engagement when entering the

second workpiece (see Fig. 4).

A force measuring sensor attached under the second

workpiece provides the distributions of the total tangential

and to the total normal force, which represents the integral

of all infinitesimally small tangential contact loads arising

in the contact zone.

With consideration of the direction of the force com-

ponents the total tangential force distribution is computed

and approximated over a polynomial as accurately as

possible. From the differential of the polynomial over the

way the tangential contact load distribution Et (xcz) results,

with which the heat flux distribution can be computed

directly. Figure 5 shows a typical total tangential force

distribution Ft,total (xcz) as well as the appropriate tangential

contact load distribution Et (xcz).

The measurements demonstrated that the largest tan-

gential contact load occurs within the range of the maxi-

mum chip thickness and as a result the heat flux distribution

in feed direction could be best approximated with a linear

positive distribution. Thus, a linear positive heat flux dis-

tribution in feed direction was taken as the basis for all

simulations. The heat flux distribution transverse to the feed

direction was, based on the work of Noyen [7], regarded as

almost constant.

Fig. 3 Temperature profiles measured in different distances from the

contact zone

Fig. 4 Illustration of the setup for the measurement of the tangential

contact load

Fig. 5 Total tangential force and tangential contact load during

grind-hardening
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2.3 Identification of the part distortions

For the comparison of experimental determined and

numerical simulated part distortions during grind-harden-

ing a basis of experimental results was needed, which was

achieved by additional test series.

For this purpose, workpieces were machined with a

length of 150 mm in grinding direction, a width of 28 mm

and a height of 18 mm and with the parameters which were

also used during the measurements of grinding forces and

workpiece temperatures.

Before and after the grind-hardening operation the flat-

ness of the workpieces was measured with a coordinate

measuring machine.

Figure 6 depicts exemplarily the flatness deviation of a

workpiece before and after the grind-hardening operation.

For the comparison of different flatness deviations the

peak-to-valley value (PV) is used.

The upper graph of Fig. 6 shows the nearly flat surface

of the workpiece before the grind-hardening operation,

whereas in the lower graph the distortion of the workpiece

in feed direction after the grind-hardening operation is

shown.

2.4 Hardness profiles and cross-section micrographs

Besides the mentioned measurements of grinding forces,

temperatures and part distortions, micrographs and hard-

ness profiles for each workpiece were made. Some of the

results are shown in Sect. 3. The hardening depth is defined

as the depth with a hardness of 80% of the surface

hardness.

3 Realization of the simulation model and comparison

with the measured results

As already mentioned above, the developed and imple-

mented simulation method should be used to support the

layout of the grind-hardening process. Therefore, the

quality of the simulation model has to fulfill the require-

ments to predetermine the surface hardness, the hardening

depth and the resulting part distortions numerically based

on the applied parameter sets. The following chapters

illustrate the modeling of the grind-hardening process

including the deployed reduction methods according to

Roeren [8] as well as the comparison and discussion of the

measured and simulated results. All simulations are carried

out using the tool ‘‘Sysweld’’ of the ESI Group.

3.1 Thermo-metallurgical model for the identification

of the process parameters

The quality of the simulated results concerning the hard-

ening depth and the surface hardness using a thermo-met-

allurgical model primarily depends on the calculated

temperature field below the contact zone area. Therefore,

the focus during the model buildup is set on this aspect

concerning the steps meshing, modeling of the heat balance

as well as the microstructural transformation within the

surface layer. As a result of this, the material removal is not

considered in the first instance. Otherwise, the importance

of the thermo-metallurgical effects within the surface layer

is considered by means of the fine discretization within the

buildup of the finite element mesh shown in Fig. 7.

Regarding the simulated temperature field, the resulting

heat balance within the workpiece is determined by the

heat input using a heat source model and the heat

abstraction by means of the defined heat transfer coeffi-

cients on the surface elements of the mesh. Based on the

experimental results concerning the identification of the

distribution of the total tangential force (Fig. 5), a heat

source with a linear positive profile shown in Fig. 9 is used.

Furthermore, the measured tangential grinding forces

surface grinding
grinding wheel: A80 HH 9V depth of cut: ae = 0.5 mm
cutting speed: vc = 35 m/s tangential feed rate: vft = 0.6 m/min
coolant: Acmosit 65-66 overlapping rate in dressing: Ud = 3
coolant flow rate: QCL = 25 l/min dressing depth of cut: aed = 0.030 mm
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Fig. 6 Workpiece flatness before and after grind-hardening (3D)
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(Fig. 2) multiplied by the related heat distribution coeffi-

cient Kw and the cutting speed provide a basis for the

calculation of the heat input into the contact zone of the

workpiece [3, 9–11]. As a result of the willful neglect of

the material removal, the used heat distribution coefficients

include all heat flows except for the heat abstraction via the

chips and the grinding wheel.

Concerning the heat transfer coefficient at the surface of

the workpiece, two zones are defined:

• Firstly, the coolant-overflowed area at the top side of

the workpiece including the contact zone area, where

heat transfer coefficients h are pre-estimated extrapo-

lating the results of Wittmann [12] and afterwards

calibrated in relation to the heat distribution coefficient.

• Secondly, the other sides of the workpiece, where heat

abstraction is dominated by the radiation over the

surface.

These effects are described within the model using the

analytical equations according to Baehr [13].

The heat transfer coefficient concerning the contact zone

area and the heat distribution coefficient for different

parameter sets resulting from the calibration of the simu-

lation model are shown in Fig. 8. The calibration is based

on the comparison of the measured and simulated tem-

perature profiles as well as the hardening depth described

in the following chapters.

Based on the time-dependent temperature distribution

within the workpiece in conjunction with the description of

the material model as well as the related material database

of 100Cr6, the microstructural transformation within the

surface layer can be calculated numerically. The diffusion-

controlled transformations, e.g. from austenite to bainite,

are modeled using the Johnson–Mehl–Avrami algorithm

[14–18]. This algorithm is applied because the focus lies

primarily on the modeling of the metallurgical effects of a

heat treatment process [1, 8, 19], excluding the use of the

simplified algorithm according to Leblond and Devaux[20].

Additionally, the non-diffusion-controlled lattice shear-

ing, e.g. from austenite to martensite, is realized by means

of the Koı̈stinen–Marburger algorithm [21]. To build up

and calibrate the material database as described in [18] and

simultaneously taking the used algorithm into account, the

required temperature-dependent data is provided by the

time-temperature-transformation (TTT)-diagram, the con-

tinuous-cooling-transformation (CCT)-diagram and the

time-temperature-austinitization (TTA)-diagram according

to Wever et al. [22]. As initial value for the material of the

simulated workpiece, the soft-annealed state of 100Cr6

(100% ferrit) is chosen.

3.2 Measured and simulated temperature distribution

within the workpiece

As an example for a result of the thermo-metallurgical

simulation of the grind-hardening process, Fig. 9 shows the

simulated temperature field from the sectional view of the

working plane and based on this the transient temperature

profiles of the reference points defined in Fig. 3.

As already mentioned in [9], the temperature profiles as

well as the maximal surface temperatures can only be used

xy
z

finite element mesh 1
number of elements: approx. 280,000
material: soft-annealed 100Cr6
material removal: not considered
dimension: x = 150 mm, y = 120 mm, z = 28 mm

sectional view

Fig. 7 Finite element mesh 1

Fig. 8 Heat transfer coefficient concerning the contact zone area

(top) and heat distribution coefficient (bottom) used to calibrate the

simulation model
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to achieve a qualitative evaluation compared to the mea-

sured results. Due to the fact that the focus of the cali-

bration of the model is set on the hardening depth and the

surface hardness, this effect is accepted consciously. An

explanation is provided by the definition of the constitutive

material equations, e.g. the TTA-diagram, on which the

thermo-metallurgical simulation is based. Considering

these interrelationships linked with the heating rates of the

grind-hardening process, the calibration and the calculation

of the model results in higher surface temperatures com-

pared to the measured ones. These facts can be explained

regarding the following two effects: Firstly, deviations

within the measurements cause lower temperatures due to

isolation effects between workpiece and thermocouples as

well as influences of the coolant on the thermocouples.

Secondly, concerning the simulation, the chosen material

definition and database neglect the decrease of the austin-

itization temperature curve within the TTA-diagram based

on the effect of pressure in the contact zone area mentioned

by Maier [23].

The comparison of the measured and simulated surface

temperatures for different parameter sets is shown in

Fig. 10. As already mentioned above, the simulated surface

temperatures are consistently higher than the measured

ones, but the tendencies between those of the simulations

and those of the experiments agree on many points con-

cerning the corresponding parameter sets. The different

simulated maximal surface temperatures with a depth of

cut of 0.1 mm cannot be ensured yet because of the

missing experimental results.

Concerning the area of the high surface temperatures,

shown in Fig. 10, where the specific material removal rate

is equal to or greater than 5 mm3/(mm s) and the depth of

cut is equal to or greater than 0.5 mm, the diagrams reveal

a range, where the machining by grinding enables a

simultaneous surface hardening. This process window for

the grind-hardening is also shown in Fig. 12, in which the

measured surface hardness and the simulated hardening

depth for different parameter sets are plotted.

3.3 Calculation of the microstructural transformation

and the resulting surface layer hardness

Based on the simulated microstructural transformation

linked with the cooling rates in the surface layer, the resulting

hardness and hardening depth after cooling can be calcu-

lated. Figure 11 shows the measured and the simulated

results concerning the hardening depth distributions for four

different parameter sets. The pictured cross section views

normal to the feed direction reveal the characteristic of the

surface hardening and illustrate the location of the hardening

depth distributions within the working plane as well as 1 mm

and 3 mm outside of it.

Fig. 9 Simulated temperature field at the sectional view of the

working plane as well as numerically calculated temperature profiles

of the reference points according to the experiments (Fig. 3)

Fig. 10 Maximal surface temperature concerning the experiments

(top) and the simulation (bottom) for different parameter sets
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Because of the high amount of carbon (1%) within the

material 100Cr6, the method defined by Leslie [24] is used

to calculate the hardness distribution of the surface layer.

This method determines the hardness of soft-annealed

100Cr6 (100% ferrit) at 150 HV (Vickers hardness), which

can be identified from the simulated hardening depth dis-

tributions (Fig. 11 left hand side). The maximal surface

hardness of 825 HV as well as the constant distribution

concerning the first layer under the contact zone area

results from the simplifications due to the calculation of the

microstructural transformation and the equation defined by

Leslie [24].

Relating to the results shown in Fig. 11, the measured

and simulated hardening depths match in many aspects. In

addition to this, the distribution of the three curves in

regard to their location in the contact zone area match well,

especially for the parameter sets with a depth of cut of

0.5 mm. Generally, the curves represent the hardening

depth distribution by lower hardening depths at 3 mm

outside the working plane compared to the two other

curves, which have consistently the same curve progres-

sions. An exemplary hardening depth distribution is dis-

played by means of the cross section views at the top of

Fig. 11.

The process window of the grind-hardening concerning

the realized surface layer hardening can be seen in Fig. 12

based on the measured surface hardness and the simulated

hardening depth. The measured surface hardness is diag-

nosed using the method defined by Rockwell [19] and
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Fig. 11 Comparison of the measured (left) and the simulated (right)
results concerning the hardening depth distributions for four different

parameter sets as well as the cross section views normal to the feed

direction

Fig. 12 Measured surface hardness (top) and simulated hardening

depth (bottom) for different parameter sets
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afterwards translated to the Vickers hardness. Without any

hardness penetration, the surface hardness is 190 HV,

analogue to the measured hardening depth distributions in

Fig. 11 at a distance from the part surface of 1.5 mm.

3.4 Simulation of the resulting part distortions

Based on the thermo-metallurgical simulation with its

calculation of the heat balance within the workpiece and

the resulting microstructural transformation within the

surface layer, the thermo-mechanical simulation enables

the numerical estimation of part distortions. The calcula-

tion of the mechanical behavior is an essential output

quantity to evaluate the actual result of a grind-hardening

process and is therewith a main aim of the cooperation

within this project. To analyze the distortion behavior of a

workpiece machined by means of a grind-hardening pro-

cess a bar with a square cross-section is used, shown in

Fig. 13. Analogue to the first finite element mesh, the

effects and gradients within the surface layer at the contact

zone area are considered by a fine discretization. The real

mechanical behavior of the bar and the simultaneous dis-

regarding of the material removal are appointed using the

final geometry as initial state of the mesh.

Taking over the settings of the experiments, the

mechanical boundary conditions, e.g. the clamping, are

defined in two states, pictured in Fig. 13. Firstly, the

magnetic fixture at the machine table during the grind-

hardening process is regarded clamping all nodes of the

bottom side of the finite element mesh. Secondly, consid-

ering the location after the machining and during the

experimental examination of the distortion, the edges at the

top side of the workpiece are clamped using a fixed-float-

ing-bearing, shown in Fig. 13.

According to the experiments, the examination of the

distortion in z-direction is identified using nodes of the

finite element mesh located at the cutting line of the bottom

side and the working plane. The value peak-to-valley is

defined analogue to the experiments.

Figure 14 shows the comparison of the measured and

the simulated distortions after cooling concerning the peak-

to-valley value. The distortions tend to show qualitatively

matchable results due to the different parameter sets, but

the simulated distortions are consistently higher than the

measured ones. As mentioned by Wilke [25], the distor-

tions as a result of the thermo-metallurgical effects of

cutting processes depend on the heat input, the micro-

structural transformation and the pressures within the

contact zone area based on the cutting forces. In this

regard, the detected differences regarding the measured and

the simulated distortions can be explained by neglecting

the material removal and the pressures within the contact

zone concerning the simulation model as well as the higher

calculated temperatures within the surface layer compared

to the experiments.

4 Conclusion

The research results of the thermo-metallurgical and the

thermo-mechanical calculations presented within this paper

illustrate the possibility to simulate the essential effects of

finite element mesh 2
number of elements: approx. 155,000
material: soft-annealed 100Cr6
material removal: considered by initial state of mesh
dimension: x = 150 mm, y = 28 mm, z = 18 mm

xy
z

sectional view

clamping during machining

clamping after machining

x
z

Fig. 13 Finite element mesh 2 with clamping during and after the

grind-hardening process

Fig. 14 Comparison of the measured and simulated part distortions

after cooling concerning the parameter peak-to-valley
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a grind-hardening process: the heat balance within the

workpiece, the microstructural transformation and the

hardness depth distribution within the surface layer as well

as the qualitative resulting part distortions. Therewith, the

FEA is generally qualified to identify the optimized range

of the grind-hardening process concerning the above

mentioned relevant aspects.

Future research activities will analyze the discussed

divergences between measurement and simulation. The

target-oriented optimizations of the simulation model

should offer a possibility to handle the complex physical

interrelationships of the grind-hardening process. Besides

the implementation of the material removal and the pres-

sures within the contact zone, a possible option for

improvement is the adjustment of the TTA-diagram

regarding the heating and transformation behavior of the

grind-hardening process.
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bauteilbezogene Struktursimulation thermischer Fertigungspro-

zesse. Dr.-Ing. Dissertation Technische Universitaet Muenchen.

Utz, Munich
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