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Abstract    Recently  advancements  in  deep  learning  models
have  significantly  facilitated  the  development  of  sequential
recommender systems (SRS). However, the current deep model
structures  are  limited  in  their  ability  to  learn  high-quality
embeddings  with  insufficient  data.  Meanwhile,  highly  skewed
long-tail distribution is very common in recommender systems.
Therefore,  in  this  paper,  we  focus  on  enhancing  the  represen-
tation  of  tail  items  to  improve  sequential  recommendation
performance.  Through  empirical  studies  on  benchmarks,  we
surprisingly  observe  that  both  the  ranking  performance  and
training procedure are greatly hindered by the poorly optimized
tail  item  embeddings.  To  address  this  issue,  we  propose  a
sequential  recommendation  framework  named TailRec that
enables  contextual  information of  tail  item well-leveraged and
greatly  improves  its  corresponding  representation.  Given  the
characteristics  of  the  sequential  recommendation  task,  the
surrounding interaction records of each tail item are regarded as
contextual  information  without  leveraging  any  additional  side
information. This approach allows for the mining of contextual
information  from  cross-sequence  behaviors  to  boost  the
performance  of  sequential  recommendations.  Such  a  light
contextual  filtering component  is  plug-and-play for  a  series  of
SRS  models.  To  verify  the  effectiveness  of  the  proposed
TailRec,  we  conduct  extensive  experiments  over  several
popular  benchmark  recommenders.  The  experimental  results
demonstrate  that TailRec can  greatly  improve  the  recommen-
dation results  and speed up the  training process.  The codes  of
our methods have been available 1).

Keywords    sequential  recommendation, long-tail  distribu-
tion, training accelerating

 1    Introduction
Sequential  recommender  systems  (SRS)  are  increasingly

prevalent due to their ability to infer dynamic user preferences
better  than  traditional  collaborative  filtering  methods.  Recent
literature  [1−3]  has  shown  that  deep  learning  models  have
facilitated  sequential  recommendation  performance  improve-
ments.  Most  existing  deep  SRS  models  are  typically
constructed  based  on  a  sandwich-structured  deep  neural
network,  involving  three  major  modules:  two  embedding
layers  for  input  and  output  items,  and  several  hidden  layers
[4−6].  Recent  advancements  have  demonstrated  promising
results  with  larger  model  sizes  and  more  model  parameters
[7,8].  The  performance  of  the  deep  SRS  architecture  heavily
depends  on  the  scale  and  quality  of  historical  behaviors  [9].
To  fulfill  the  capacity  of  these  deep  SRS  models,  sufficient
historical  interactions  for  each  item  are  necessary  to  ensure
that  the  representations  of  items  can  be  sufficiently  trained
[10−12].  However,  the  number  of  interactions  for  each  item
exhibits  a  long-tail  distribution  [13−15]  in  real-world
applications,  i.e.,  meaning  that  most  items  only  have  low-
frequency interactions.

Assuming  that  recommendation  models  trained  on  highly
skewed  distributed  data  are  prone  to  highlighting  popular
items,  a  large  body  of  research  have  been  proposed  to
eliminate the popularity bias on general recommendation tasks
[14].  Roughly,  previous  strategies  can  be  roughly  classified
into  two  categories:  1)  modifying  the  loss  function  [16],  and
2)  leveraging  more  side  information  [11].  The  former  idea  is
to re-weight the original loss or add regularization terms so as
to impact the training process of recommendation models. The
latter idea is to further leverage content features as additional
information  to  enrich  the  representation  of  tail  items.
Likewise,  some methods  [11,17,18]  have  also  been  proposed
in  the  context  of  sequential  recommendation  by  taking  the
diversity results into account. Despite their effectiveness, few
efforts are devoted to focusing on studying the representation
quality of sequential recommender trained using such long-tail
distributed data. Besides the popularity bias, one may wonder
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whether  the  skewed distributed data  would take more unseen
influence  beyond  the  current  observed  findings  in  the
recommendation area on benchmark recommenders.

With these analyses in mind, in this work, we aim to study
the  effects  of  long-tail  distribution  on  sequential  recommen-
dation by focusing on the representation quality of tail  items.
The  representation  quality  of  tail  items  is  vital  in  inferring
each  user’s  long-  and  short-term interests.  Current  sequential
recommenders  typically  adopt  the  back-propagation  mechan-
ism  to  train  suitable  embedding  for  each  item.  High-quality
embeddings  can  be  learned  for  popular  items  classified  by
global  interaction  frequency  with  the  help  of  sufficient
supervision  signals.  However,  the  contextual  descriptions  of
tail  items  might  fail  to  accurately  characterize  the  raw items,
leading to poorly optimized embeddings that can be regarded
as  noisy  inputs.  This  can  hinder  the  SRS  from  effectively
understanding the user’s true preference over candidate items.
To  validate  our  thoughts,  we  conduct  several  in-depth
empirical  studies  by  testing  prevalent  benchmark  recommen-
ders  [19].  As  illustrated  in Fig. 1,  the  accuracy  of  the  whole
SRS  is  heavily  dragged  down  by  the  poorly  optimized
representation  of  tail  items.  To  deeply  understand  the  reason
for  performance  degradation,  we  also  plot  the  curves  of  the
learning process in Fig. 2. Surprisingly, we observe that deep
SRS  architecture  typically  needs  to  spend  more  time
converging subject to the noisy input of long-tail data. That is,
the  inadequate  contextual  descriptions  of  tail  items  might
heavily  slow  down  the  training  process  of  recommender
architectures. From an empirical view, these findings show the
evidence  that  the  poorly  optimized  tail  item  embeddings  in
sequential  recommender  significantly  hinder  both  the  final
recommendation performance and the training efficiency.

To solve the issues above, we propose an easily compatible
sequential recommendation framework named TailRec, which
incorporates  a  plug-and-play  contextual  representation
module.  The  core  idea  of TailRec is  to  leverage  contextual
information  of  tail  items  to  further  improve  their
representation quality.  The surrounding interaction records of
each  tail  item  are  considered  as  contextual  information
without  using  any  additional  side  information.  Since  co-
occurring items are  typically  consumed by users  with  similar
interests, this setting makes sense. Each tail item has different
contextual information because any item can be consumed by
multiple  users.  Therefore,  we  allow  the  contextual  represen-
tation  module  to  dynamically  update  during  training  to  fully

utilize  this  co-occurrence  information.  Notably,  cross-
sequence  information  can  be  effectively  mined  in  sequential
recommendation tasks. The representation quality of tail items
can  be  significantly  improved  by  incorporating  contextual
information, which enhances both the recommendation results
and  training  efficiency.  We  evaluate TailRec over  three
benchmark  recommender  models  for  sequential  recommen-
dation  tasks  and demonstrate  its  effectiveness  and efficiency.
The experimental results consistently show that the benchmark
sequential  recommenders  can  benefit  a  lot  from  the  newly
incorporated  contextual  representation  module.  In  summary,
this work makes the following contributions:

● We  present  empirical  evidence  that  poorly  represented
tail  items  not  only  significantly  harm  sequential
recommendation  performance  but  also  impede  the
training  process.  This  justifies  the  importance  of  our
research questions.

● We  propose  a  general  sequential  recommendation
framework  named TailRec to  focus  on  improving  the
embedding  quality  of  tail  items.  In TailRec,  the  newly
designed contextual representation module is very easy
to leverage but also applicable for a series of sequential
recommenders.

● We conduct experiments to validate the effectiveness of
TailRec on  multiple  benchmark  recommenders.  The
experimental  results  demonstrate  that TailRec can  not
only  produces  more  promising  recommendation
performances  than  baselines  but  also  significantly
accelerate  the  training  process  of  benchmark
recommender models.

 2    Preliminaries
In  this  section,  we  will  first  formulate  the  sequential
recommendation  task.  Then,  we  will  briefly  revisit  prevalent
sequential  recommenders  and  identify  poorly  learned
embeddings of tail items as the bottleneck of current deep SRS
models.  Subsequently,  we  will  provide  in-depth  empirical
studies  to  support  our  arguments.  The  novel  contribution  of
this section is to uncover two vital under-explored findings for
deep SRS models caused by the long-tail distributed data.

 2.1    Problem formulation
U M I N

Ihead

Let  be  the  set  of  unique  users,  and  be  the  set  of 
unique  items.  Using  global  interaction  frequency,  we  divide
the  item  set  into  short-head  (popular)  items  and  tail

 

 
Fig. 1    Evaluation  results  of  NDCG@10  on  three  benchmark  recommenders  over  three  public  datasets.  (a)  Evaluation  on  MovieLens;
(b) evaluation on Yoochoose; (c) evaluation on Deginetica
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items .  Each  user  is  represented  by  a  sequence  of  items,
denoted by , where  represents the th item
the user interacted with, ordered by time. Given this historical
sequential  behavior,  the  task  of  sequential  recommendation
systems (SRS) is to predict the item  that the user is likely
to  interact  with  at  time ,  which  can  be  achieved  by
modeling the probability of all candidate items .
In  practice,  SRS usually  recommends more than one item by
selecting the top-  items from .

 2.2    Empirical studies w.r.t. tail items for SRS
To  investigate  the  impact  of  tail  items,  we  conduct  a
comprehensive  empirical  study  by  testing  benchmark
recommenders. Specifically, we evaluate the recommendation
performance of three widely used sequential recommendation
methods  (FMPC  [20],  GRU4Rec  [21],  and  SASRec  [19])
across  three  benchmark  datasets.  Additionally,  we  establish
four  different  evaluation scopes to  measure the effects  of  tail
items on SRS.

● tail  target  items means  that  only  tail  items  were
included  in  the  sequence  to  be  predicted,  i.e.,  target
items.

● w/  tail  items denotes  that  at  least  one  tail  item  can  be
found  in  the  selected  sequence  behaviors  to  be
evaluated.  Note  that  the  tail  item  in  this  context  may
occur  in  either  the  past  interacted  sequences  or  the
position of the target item.

● all  sequential  interactions indicates  all  sequential
behaviors are evaluated regardless of whether involving
the tail items within current sequence interactions.

● w/o tail  items indicates that  no tail  items can be found
in evaluated sequential behaviors.

For  all  reported  results,  we  conduct  rigorous  controlled
experiments.  More  information  about  the  hyper-parameters
and model details can be found in Section 4.1. As illustrated in
Fig. 1,  we  observe  a  consistent  trend  across  benchmark
recommenders,  whereby  the  presence  of  tail  items  led  to
performance  degradation  for  all  recommendation  models.
Specifically, the accuracy performances of the four evaluation
scopes are ranked as:  w/o tail  item, all  sequence interactions,
w/  tail  items,  tail  target  items.  To  some  extent,  this  result
supports our argument that the learned embedding information
is  insufficient  to  characterize  raw  tail  items,  which  makes  it
difficult  to  train  these  items  effectively.  We  believe  that  this
finding  is  intuitively  reasonable.  Representing  each  user  by
aggregating  all  historical  interaction  behaviors  is  the  default
setting  in  sequential  recommendation  tasks.  However,  the
poorly  optimized  embeddings  of  tail  items  have  a  negative
impact  on  the  quality  of  user  representations,  hindering  the
model’s ability to predict user preferences for candidate items.
It  also  deserves  to  be  noticed  that  the  performance  of “tail
target  items” is  significantly  lower  than  several  other
evaluation  scopes.  This  is  mainly  probably  because  of  the
matching  mechanism between  user  embedding  and  candidate
items.

To  gain  a  deeper  understanding  of  the  experimental
phenomenon  reported  in Fig. 1,  we  plotted  the  curves  of  the
learning  process  recorded  by  testing  loss  and  testing
NDCG@10 in SASRec [19]. Lower testing loss reflects better
recommendation  accuracy  and  is  aligned  with  the  curves  of
testing NDCG@10. Surprisingly, as shown in Fig. 2, we found
that  the  presence  of  a  large  proportion  of  tail  items
significantly  slows  down  the  entire  training  process.  We
hypothesize that the poorly optimized embedding of tail items
largely  hinders  the  learning  process  of  the  whole  sequence
dependence.  Thus,  it  is  crucial  to  address  the  issue  of
inefficient data utilization caused by inaccurate embeddings of
tail  items  to  improve  the  performance  of  SRS  models.
However,  one  may  wonder  whether  the  performance
degradation  is  caused  by  the  popularity  bias  [16],  which
suggests  that  recommendation  models  are  prone  to  bias
towards  popular  items.  To  some  extent,  we  also  agree  with
that  there  might  be  a  connection  between  the  popularity  bias
and unsatisfactory recommendation results.  We leave this  for
future  work.  In  this  study,  our  main  aim  is  to  improve  the
recommendation results and accelerate the training process by
resolving the noisy input representation of tail items.

 3    Methodology
Motivated by these empirical findings, we set the goal of this
work  to  solve  the  ineffectiveness  and  inefficiency  issues  of
deep  SRS  incurred  by  poorly  optimized  embeddings  of  tail
item  set.  Thus,  we  would  describe  the  proposed TailRec
framework  in  detail.  For  ease  of  understanding,  we  describe
TailRec on  the  top  of  a  prevalent  sequential  recommender
model [19,22]. In the following, we first briefly introduce the
base sequential recommendation backbone network. Then, we
describe  how  we  utilize  collaborative  signals  from  the  co-

 

 
Fig. 2    Testing loss and NDCG of SASRec on Deginetica. (a) Testing loss on
SASRec; (b) Testing NDCG on SASRec
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occurrence  popular  items  to  boost  the  representation  of  tail
items.

 3.1    Base sequential recommender
In  this  subsection,  we  describe  how  we  model  the  historical
sequential  behaviors  with  self-attentive  based  sequential
recommender  architecture  by  stacking  the  embedding  layer,
hidden layers, and prediction layer, in turn.

 3.1.1    Embedding layer

M RN×d

d
Eu Rt×d

t Xu

M

In  the  embedding mapping stage,  we initialize  an  embedding
matrix  denoted  by  with  dimensions  to  encode  each
item  ID  into  a  latent  vector  of  size .  To  obtain  the  input
embedding matrix  with dimensions  for a sequence of
behaviors with a length of  denoted as , we perform a look-
up operation on the embedding matrix .

P Rt×d

Eu = Eu+P

To  enhance  the  input  representation  of  the  item  sequence,
we  utilize  a  learnable  position  embedding  matrix,  designated
as , with dimensions of . The position embedding matrix
enables the model to capture the sequential order of the items
in  the  sequence.  Finally,  to  obtain  the  sequence  interaction
representation,  we  sum  the  input  embedding  matrix  and  the
position  embedding  matrix  directly,  which  is  represented  as

.

 3.1.2    Self-attentive hidden layers

L

Followed  by  the  embedding  layer,  we  then  feed  the
embeddings  of  interacted  sequence  into  a  stack  of  hidden
residual layers, i.e., Transformer blocks, which are expected to
capture  the  dynamic  interests  of  users.  Formally,  the th
residual block is abstracted as below:
 

Hu
L = f (Hu

L−1;ΘL),
= LN(αL−1FL(Hu

L−1)+Hu
L−1), (1)

LN
Hu

L−1 Hu
L ∈ Rk×t

L F L(Hu
L−1)

k
ΘL L

αL

in  which  represents  the  layer  normalization  operation,
while  and  represent  the  input  and  output  of
the th  residual  block,  respectively.  Here,  is  the
residual  mapping  to  be  learned,  where  denotes  the  hidden
size.  Additionally,  represents  the  parameter  in  the th
layer.  Recently  proposed  works  [23]  suggest  a  slight
modification  to  the  original  residual  layers  by  allowing  the
weight  to be learnable. Such a simple operation enables the
hidden layer to be stacked up to deeper layers. Thanks to this

modification, the backbone network can achieve not only fast
convergence but also better accuracy.

 3.1.3    Prediction layer
L

i t+1

After  layers, we obtain the user representation at each time
step,  which  extracts  the  evolving  user  interest.  Following
previous works [19,24], we set the last item representation as
the  final  user  representation  to  represent  her  preference
vectors. Then, we compute the users’ preference score for the
item  at  the  time  step  under  the  context  of  sequential
behaviors as
 

P(it+1 = i|i1:t) = wi
⊤ ·HL

t , (2)
wi iwhere  denotes the representation of item  in the prediction

layer.  Here,  we  regard  the  cross-entropy  loss  [25]  as  the
optimization  objective  to  guide  the  training  process  of
recommender network.

 3.2    The TailRec framework
In  this  section,  we  will  start  by  giving  an  overview  of  the
newly  proposed TailRec framework.  Following  that,  we  will
delve  into  the  contextual  representation  module,  which  is  a
critical component in our proposed TailRec framework.

 3.2.1    Overview of the proposed TailRec
As  depicted  in Fig. 3,  the  proposed TailRec framework
features  an  additional  contextual  representation  component,
which is designed and maintained during training to efficiently
capture  contextual  information  for  each  tail  item.  Unlike
traditional  sequential  recommenders,  we  propose  to  fuse  the
contextual information of surrounding consumed items as the
tail  item’s  contextual  information,  without  relying  on  any
extra  side  information  of  users  or  items.  This  approach  is
based  on  the  assumption  that  users  can  be  typically
represented  by  the  items  they  interact  with  [26],  while  items
can  also  be  represented  by  the  users  who  interact  with  them
[27].  Given  that  each  tail  item  may  have  been  consumed  by
multiple  users,  our  contextual  representation  module  is
dynamically  updated  to  ensure  that  it  maintains  a  well-
informed  contextual  representation.  This  allows  for  the  deep
SRS to further improve the utilization of historical interactions
data, and learn high-quality embeddings to better characterize
user preferences. Overall, the incorporation of this component
provides  a  significant  enhancement  to  our  framework  and

 

 
Fig. 3    (a) Base sequential recommender; (b) contextual representation enhanced sequential recommender framework
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improves its ability to handle tail items, making it a powerful
tool for personalized recommendation systems.

 3.2.2    Constructing the contextual representation module

Itail
e

Ee

As  previously  demonstrated,  the  trained  representations  of
popular  items  are  adequate  and  can  greatly  contribute  to
representing a user’s preferences. However, a major drawback
of  the  current  deep  SRS  is  that  a  significant  number  of  less
popular  items  cannot  be  effectively  trained  since  they  occur
only  a  limited  number  of  times.  Therefore,  we  decide  to
enhance  these  unpopular  items  by  transferring  accurate
embedding  knowledge  from  co-occurring  items  within  the
same  sequential  behaviors.  Ideally,  such  contextual
representation  would  cover  all  tail  items,  but  the  lower
frequency  of  the  enhanced  items  may  result  in  inaccurate
information from its limited surrounding items. This is due to
the  insufficient  co-occurrence  items  that  are  used  to  extract
contextual  signals.  In  this  study,  we  limit  the  scope  of  the
enhanced  tail  items  to ,  excluding  excessively  raw  tail
items. More detailed implementation information can be found
in Section 4.1. The enhanced embedding matrix for these tail
items is referred to as . To avoid introducing new inductive
biases,  we  use  the  same  initialization  manner  for  this  newly
enhanced embedding matrix.

 3.2.3    Updating the contextual representation module
We  are  committed  to  finding  useful  collaborative  signals  to
update  and  maintain  the  enhanced  representation  component.
In  recommender  systems,  users  can  be  typically  represented
by  the  interacted  items  and  items  also  can  be  represented  by
the  interacted  users.  Thus,  one  feasible  way  to  update  the
representation of the tail item is based on the interacted users’
historical  interaction  behaviors.  We  proposed  to  learn  the
enhanced  representation  of  the  target  item  based  on  the  co-
occurrence  items  of  it.  Among  these  co-occurrence  items,
head  items  that  have  high-quality  embeddings  can  provide
accurate embeddings as the complementary for tail items. We
believe  this  is  reasonable  since  we  all  know  that  items  that
users  have  interacted  with  are  out  of  the  same  user  interest.
Thus  these  items  are  highly  complementary  in  embeddings.
However, each user may only have part of the interest that is
aligned with the tail item. From this point, it is not appropriate
that  treat  all  co-occurred  items  to  update  the  collaborative
representation  module.  Hence,  we  perform  the  parameter
updating  with  a  more  flexible  form  by  moving  a  stride
window  to  extract  only  local  information  to  construct  the
relative embedding signals to update the enhanced embedding
module.  Then,  the  information  extraction  for  enhanced  tail
items can be abstracted as
 

Ec =
1
2s

t+s∑
i=t−s

ei, (3)

Ec s

ei

where  denote  the  extracted  contextual  embeddings,  and 
denotes  the  half  window  size  that  controls  how  many
surrounding  items  we  want  to  memorize.  In  addition, 
denotes embedding of contextual items.

With  the  contextual  embedding  calculated  by  Eq.  (3),  we
would  update  the  contextual  representation  module  with  the
latest  embedding  distilled  cross  co-occurred  sequential
behaviors  during  training.  Particularly,  we  propose  to  update
the contextual representation component using the exponential
moving  average  by  following  recently  proposed  work  [28].
Formally, such updating process can be described as
 

Ee = (1−λ) ·Ee+λ ·Ec, (4)
λ ∈ (0,1)where  the  is  the  discount  trade-off  to  control  the

degree of how much the latest enhanced representation would
update  the  contextual  representation  module.  Actually,  such
weight-average mechanism can be more suitable for updating
the  enhanced  embedding  module  than  gradient  descent
mechanism.  More  experimental  analysis  w.r.t.  the  impacts  of
the updating manner would be discussed in Section 4.2.

 3.2.4    Leveraging the contextual representation module

Eu

Eu
e

By the above design, the contextual representation module can
be effectively maintained by leveraging the surrounding items
of  each tail  item.  This  contextual  information can be  directly
utilized to enhance the learning of deep SRS. Specifically, we
incorporate  this  contextual  information  into  the  embedding
layer of the entire recommendation network.  We achieve this
by simply combining the raw representation  with the newly
enhanced  representation  in  a  weighted  average  manner.
Formally, the fusion process can be described as follows:
 

Ei =

{
(1−γ) ·Ei+γ ·Ei

e, if item i ∈ Itail
e ,

Ei, if item i ∈ Ihead,

γ

γ

in  which  the  parameter  is  controllable  and  determines  the
extent  to  which  we  utilize  the  additional  contextual
representation  in  encoding  the  tail  item.  Through  empirical
analysis,  we have found that  setting  to  0.9  yields  excellent
results.  This  approach  enables  the  model  to  obtain  more
meaningful information, which results in accurate embeddings
for characterizing tail items.

 4    Experiments
We  first  compare  the  effectiveness  of  our  proposed  methods
with  baseline  methods.  Then,  we  make  some  interpretation
assessments of the models.

 4.1    Experimental setup
 4.1.1    Datasets

2
5

20

To  verify  the  effectiveness  and  efficiency  of TailRec,  we
conducted experiments on three public datasets, for which we
provide  detailed  statistics  in Table 1.  The  first  dataset,
MovieLens2),  is  widely  used  in  recommendation  tasks.  We
converted  the  explicit  ratings  to  implicit  feedback  and
constructed  each  user’s  session  by  sorting  according  to  their
timestamp.  To  reduce  the  impact  of  noise  data  [29,30],  we
filtered  out  session  lengths  of  and  items  that  appeared  less
than  times  in  both  Diginetica  and  Yoochoose.  For
MovieLens,  we  performed  basic  pre-processing  by  filtering
out  items  that  appeared  less  than  times  following  [31].
However,  the  number  of  interaction  frequencies  followed  a
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20 30

heavy long-tailed distribution, with a large proportion of items
showing  low-frequency  interactions.  We  set  the  maximum
length of the former two datasets to  and  for MovieLens.
We  adopted  the leave-one-out strategy  to  split  these  three
datasets  into  training,  validation,  and  testing,  as  described  in
[32].

 4.1.2    Evaluation metrics
We  employ  two  popular  ranking  metrics,  including
NDCG@K and Recall@K (N@K and R@K for short).  Also,
we  evaluate  the  recommendation  performance  by  ranking  all
candidate  items  without  sampling.  Besides,  we  also  evaluate
the diversity performance of compared methods by employing
Tail@K  (T@K  for  short),  which  measures  how  many  tail
items are in top-K ranked results. Note that Tail@K is defined
by  averaging  all  test  cases,  and  is  very  prevalent  in  previous
works  [17].  Specifically,  the  computation  of  Tail@K  can  be
described as
 

Tail@K =
1
|U|
∑
u∈U

|LTail
K (u)|

K
, (5)

LTail
K (u)

u
where  represents  a  subset  of  the  the  list  of  top-K
ranked  items  for  user  that  belong  to  the  set  of  long-tail
items.

 4.1.3    Compared methods
We conducted all experiments using the Transformer encoder
in  SASRec  [19]  as  the  backbone  network.  We  refer  to  the
variants of SASRec enhanced by our methods as TailRec. It is
important  to  note  that  both  SASRec  and TailRec strictly
follow  the  same  hyper-parameter  configuration  to  ensure
meaningful  comparisons.  We  employed  two  RNN-based
approaches (GRU4Rec [21] and NARM [33]), one CNN-based
SRS (NextItNet [34]), and two traditional matrix factorization
and  Markov  chain  approaches  (BPR-MF [35]  and FPMC
[20]).  Additionally,  we  compared  our  methods  with STAMP
[29], which also leverages a memory mechanism to represent
user  interests.  In particular,  we regarded TailNet [17], MIRec
[36],  and CITIES [18]  as  the  competitive  baselines  in
explicitly  modeling  long-tail  distribution,  proposing  a
preference mechanism to adjust the ranking results. To ensure
a  fair  comparison,  we  replaced  the  sequence  network  with
Transformer encoder [19] in TailNet.

 4.1.4    Implement details
We  trained  all  models  on  a  single  NVIDIA  V100  GPU.  To
ensure  a  fair  evaluation,  we  fine-tuned  each  hyper-parameter
on the validation set. The embedding dimension was set to 64.
For optimization, we used the Adam optimizer with a learning
rate of 0.001 and a batch size of 256 for all datasets. All other

λ γ 0.1,0.2, ...,1.0
1,2,3,4,5

Ihead Itail

Itail Itail
e

model  parameters  either  followed the  authors’ suggestions  or
were tuned on the validation sets. We trained each model until
convergence  and  recorded  the  model  parameters  only  when
they  achieved  the  highest  ranking  results  on  the  validation
datasets,  and  we report  the  results  on  test  data.  For  SASRec,
we set the layer number to 16 and the head number of multi-
head  attention  to  4.  We  searched  for  the  controllable
parameters  and  from .  We  considered  the
half window size from  and reported the best results.
Following  Pareto  rule  [17],  we  classified  the  entire  item  set
into  short-head  items  and  tail  items .  Based  on
global  interactions,  we  removed  the  bottom  10% interacted
items  from  the  item  set  to  construct  the  item  set .
More  implementation  details  can  be  found  in  the  publicly
available codes3).

 4.2    Experimental results
 4.2.1    Effectiveness measurement
In  this  section,  we  compare  our  proposed  method  with  other
baselines. Table 2 summarizes the performance of all models.

Among  these  baseline  models,  deep  SRS  could  exceed
traditional  MC-based  methods  in  most  situations,  reflecting
the  power  of  deep  learning  in  model  sequence  dependence.
Particularly,  SASRec  could  yield  more  robust  recommen-
dation  results  than  other  approaches,  indicating  the  powerful
capacity  of  self-attentive  architecture  in  sequential
recommendation tasks. From these results, we also notice that
the  recommendation  performance  of  backbone  networks  is
greatly  damaged  by  the  preference  adjustment  strategies
proposed  in TailNet.  To  some  extent,  such  experimental
results  keep  consistent  with  claimed  insight  in  [37],  i.e.,
blindly  removing  the  popularity  bias  would  lose  such  an
important  signal,  and  further  deteriorate  model  performance.
Here,  we  keep  alignment  with  such  insights.  For  instance,
some items exhibit higher popularity since they have intrinsic
better  properties.  In  contrast, TailRec can  exhibit  superior
recommendation performance improvements than baselines in
most  cases.  Such results  reflect  that:  our  proposed contextual
representation  component  indeed  can  be  useful  for  further
improving  embedding  quality  of  tail  items  so  as  to  further
improve  the  capacity  of  benchmark  recommenders  in  fitting
user preference.

More  than  this,  we  can  observe  that TailRec also  still
improve  the  diversity  of  basis  backbone  networks.  We  hold
the  main  reason  behind  such  results  is  that  the  accurate
embedding  description  is  helpful  to  reflect  the  true  user
preferences  in  candidate  items.  Although TailNet can
outperform the diversity performance of our methods, we hold
such  results  are  reasonable  since  the  main  intention  of  our
works is not to eliminate the popularity bias.

   
Table 1    Statics of three public datasets after pre-processing

Datasets Num. sequences Num. items Interactions Gini index
MovieLens 876,162 23,514 25,417,546 0.87
YooChoose 1,286,641 34,867 9,859,412 0.84
Deginetica 130,601 44,237 699,208 0.54
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 4.2.2    Training convergence measurement
In  this  part,  we  aim  to  evaluate  the  efficiency  of  compared
methods,  which  is  specifically  essential  to  large-scale
recommendation  scenarios.  Specifically,  we  would  report  the
training  process  of  the TailRec and  representative  compared
methods.  For  fair  comparison,  we  omit  the  results  of MIRec
and CITIES since  these  two  methods  additionally  adopt  pre-
training stage over recommenders. In addition, we only report
the training curves in MovieLens while omitting the other two
datasets  for  saving  spaces.  Since  the  testing  loss  aligns  with
the  ranking  results,  we  report  the  training  process  of  ranking
performance w.r.t. varying epochs in Fig. 4.

From  these  results,  we  can  find  that TailRec’s  recommen-
dation  accuracy  is  constantly  higher  than  its  corresponding
backbone  methods.  These  results  reflect  that TailRec could
accelerate its basic sequential recommender model through the
entire  process.  Such  results  also  evidence  that  improving  the
quality  of  tail  item  representation  can  significantly  improve

the  efficiency  of  sequential  recommenders.  Also,  we  could
find that the gap between the accuracy of the backbone model
and TailRec keeps  increasing  during  training.  We  hold  it
reasonable  because  the  quality  of  the  contextual  embedding
component  would  be  gradually  improved  from the  beginning
stage  to  the  last  stage  of  the  whole  training  process.  With  a
small  additional  memory  and  computation  cost,  we  also  find
that TailRec can save nearly less than 40% training time when
reaching  the  same  performance,  indicating  the  potential
accelerating  ability  of TailRec.  We  believe  this  is  valuable
because  the  expensive  computational  costs  can  be  further
saved, especially in large-scale recommendation scenarios.

 4.2.3    Comparison w.r.t. evaluation scopes
To evaluate the effectiveness of our proposed model, TailRec,
with  respect  to  including  tail  items  in  historical  behaviors  or
target  items,  we  conducted  extensive  experiments  by  setting
different  evaluation  scopes  (as  outlined  in  Section  2).  We
report  the  recommendation  accuracy  of  our  models  and
compare  them  with  other  methods  in Table 3,  using
Recall@10  and  NDCG@10  as  evaluation  metrics.  For  the
results  of  evaluation  scope  w.r.t. “tail  target  items” and “w/
tail  items”,  we  surprisingly  find  that  traditional  low-order
SRS,  i.e., FPMC,  could  yield  satisfying  results  in  a  way.
These results reflect that traditional methods could be trained
well with sparse sequential behaviors. By contrast, some deep
sequential  recommenders  (like GRU4Rec, NARM,  and
NextItNet) might not perform well in data-poor scenarios since
these  methods  usually  require  a  considerable  amount  of
training  data.  We  also  observe  that  our  methods  could
consistently  perform  better  than  baselines  in  most  cases,  and
achieve  more  improvements  in  these  sparse  data  situations
compared  with  evaluating  all  sequential  behaviors.  This  is
mainly because a larger proportion of tail items can be found
in these instances, where the contextual representation module
would  be  always  called  for  boosting  the  benchmark
recommenders.

Surprisingly, we also find that TailRec can even improve the
performance  of  deep  SRS  in  terms  of  these  sequential
behaviors  without  involving  tail  items.  Such  results  are
counterfactual  in  a  way  as  those  sequences  contain  no  tail
items,  in  which  the  contextual  representation  component

   
Table 2    Performance comparison of all methods on sequential recommendation scenarios, where the best results are in bold and “*” denotes TailRec obtain
gains over corresponding baselines

Methods
MovieLens YooChoose Deginetica

R@10 N@10 T@10 R@10 N@10 T@10 R@10 N@10 T@10
BPR-MF 0.0606 0.0284 0.0246 0.2404 0.1327 0.0831 0.0871 0.0421 0.5978
FPMC 0.1018 0.0532 0.0242 0.3224 0.1885 0.1170 0.2663 0.1600 0.1666
GRU4Rec 0.1521 0.0842 0.0520 0.4188 0.2540 0.1064 0.2119 0.1315 0.4153
NARM 0.1526 0.0844 0.0473 0.4178 0.2544 0.1034 0.2447 0.1473 0.4116
NextItNet 0.1538 0.0847 0.0429 0.4148 0.2496 0.1044 0.1475 0.0860 0.3922
STAMP 0.1261 0.0698 0.0492 0.4060 0.2467 0.1060 0.2563 0.1555 0.2808
SASRec 0.1641 0.0939 0.0507 0.4318 0.2634 0.1106 0.2777 0.1778 0.3231
TailNet 0.1505 0.0855 0.0795 0.4111 0.4367 0.1311 0.1989 0.1257 0.2366
MIRec 0.1655 0.0945 0.0533 0.4321 0.2633 0.1126 0.2800 0.1790 0.3477
CITIES 0.1624 0.0914 0.0813 0.4367 0.2660 0.1049 0.2929 0.1555 0.3333
TailRec 0.1712* 0.0977* 0.0666* 0.4368* 0.2658* 0.1135* 0.3170* 0.1930* 0.3784*
 

 

 
Fig. 4    (a) Training curves of TailRec and its baseline in SRS, evaluated on
MovieLens  data  using  the  metric  of  Recall@10;  (b)  training  curves  of
TailRec  and  its  baseline  in  SRS,  evaluated  on  MovieLens  data  using  the
metric of NDCG@10
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would be not  called.  This  is  probably because our  contextual
representation  component  can  further  improve  the  whole
model  parameters,  including  Transformer  layers,  indicating
the whole SASRec model might be improved by our TailRec
framework. To sum up, these observation implies that TailRec
is able to make better use of the historical interactions with our
enhanced representation mechanism, which thus alleviates the
sparsity  long-tail  distribution  problem  for  sequential
recommenders.

 4.2.4    Ablation studies
To gain a deeper understanding of how our TailRec works, we
conducted  an  ablation  study  on  three  datasets.  This  study
aimed  to  analyze  the  impact  of  the  updating  mechanism  for
the  contextual  representation  component.  When  considering
the  updating  mechanism  for  this  component,  two  intuitive
baselines  come  to  mind:  1)  updating  the  enhanced
representation  through  back-propagation;  and  2)  freezing  the
contextual  representation  component  without  updating
(shortened as “frozen”). We present the experimental results in
Fig. 5.  Our  findings  demonstrate  that  the  weighted  average
approach achieves optimal performance compared to the other
two  strategies.  We  believe  that  this  is  probably  because  the
weighted average method enables a smoother and more stable
updating  of  the  enhanced  representation  [28],  which  is
beneficial  for  fusing  the  extracted  contextual  embedding
information.

 4.2.5    Applied in more recommenders
Our proposed enhanced representation can be easily integrated
with other deep SRS to improve their performance. To verify
this, we specified the proposed TailRec framework along with

two baseline models, GRU4Rec and NextItNet,  and compared
the  performance  of  these  models  with  and  without  our
contextual  representation  module.  As  shown  in Fig. 6,  we
found  that GRU4Rec and NextItNet achieved  significant
improvements  after  incorporating  our  enhanced  represen-
tation,  indicating  the  portability  of  this  component.  In  the

   
Table  3    Comparison  of  sequential  recommendation  performance  with  respect  to  different  evaluation  scopes,  where  the  upper  and  below  tables  are
Recall@10, NDCG@10, respectively. The best results are noted in bold while “*” denotes TailRec can obtain gains on baseline networks

Methods
Tail target items w/ tail items w/o tail items

ML Yoo Deg ML Yoo Deg ML Yoo Deg
BPR-MF 0.0095 0.1457 0.0157 0.0417 0.1876 0.0598 0.0806 0.2627 0.1437
FPMC 0.0077 0.2531 0.1112 0.0743 0.2831 0.2259 0.1308 0.3390 0.3518
GRU4Rec 0.0149 0.2048 0.0715 0.0974 0.3099 0.1546 0.2100 0.4648 0.3320
NARM 0.0134 0.1871 0.0872 0.0974 0.2962 0.1869 0.2109 0.4692 0.3654
NextItNet 0.0081 0.1835 0.0303 0.0992 0.2995 0.0929 0.2115 0.4635 0.2615
STAMP 0.0119 0.1963 0.0761 0.0763 0.2898 0.1966 0.1787 0.4551 0.3813
SASRec 0.0159 0.2274 0.1115 0.1078 0.3344 0.2195 0.2235 0.4730 0.3992
TailNet 0.0123 0.1644 0.0611 0.0948 0.2855 0.1392 0.2094 0.4642 0.3234
MIRec 0.0162 0.2248 0.1148 0.1084 0.3300 0.2236 0.2257 0.4753 0.3980
CITIES 0.0115 0.2229 0.1160 0.1083 0.3401 0.2380 0.2198 0.4777 0.4091
TailRec 0.0202* 0.2382* 0.1574* 0.1136* 0.3454* 0.2749* 0.2321* 0.4754* 0.4050
BPR-MF 0.0041 0.0726 0.0066 0.0198 0.1024 0.0285 0.0376 0.1455 0.0703
FPMC 0.0045 0.1371 0.0648 0.0388 0.1609 0.1357 0.0684 0.2001 0.2107
GRU4Rec 0.0085 0.1182 0.0454 0.0528 0.1822 0.0978 0.1174 0.2844 0.2020
NARM 0.0075 0.1075 0.0521 0.0526 0.1738 0.1129 0.1181 0.2885 0.2191
NextItNet 0.0044 0.1026 0.0174 0.0533 0.1737 0.054 0.1178 0.2818 0.1529
STAMP 0.0066 0.1109 0.0442 0.0413 0.1681 0.1192 0.0999 0.2799 0.2315
SASRec 0.0094 0.1304 0.0776 0.0608 0.1975 0.1456 0.1288 0.2913 0.2448
TailNet 0.0077 0.0989 0.0412 0.0527 0.1681 0.0907 0.1203 0.2861 0.1987
MIRec 0.1000 0.1287 0.0801 0.0611 0.1945 0.1482 0.1297 0.2924 0.2435
CITIES 0.0063 0.1208 0.0696 0.0594 0.1997 0.1594 0.1256 0.2947 0.2504
TailRec 0.0116* 0.1298 0.0938* 0.0639* 0.2012* 0.1675* 0.1335* 0.2931* 0.2463*
ML, Yoo and Deg represent MovieLens, Yoochoose and Deginetica respectively.
 

 

 
Fig. 5    The  impacts  of  updating  manner  for  contextual  embedding  module.
(a) Recall@10; (b) NDCG@10
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future,  we  believe  that  a  series  of  sequential  recommenders
can  be  enhanced  to  overcome  obstacles  related  to  poorly
optimized representation of tail items.

 4.2.6    Hyper-parameter sensitivity studies

λ γ 0.1,0.3,0.5,0.7,
0.9 t1, t2, t3, t4, t5 s
1,2,3,4,5 t1, t2, t3, t4, t5

[50,100], [50,200], [50,300], [50,
600],all t1, t2, t3, t4, t5

In  the  following  section,  we  explore  the  impact  of  hyper-
parameters  on  final  recommendation  performance.
Specifically,  we  examine  the  effect  of  varying  the  trade-off
parameters  and  across  different  values: 

 for ;  the  half  window  size  with  values  of
 for ;  and  the  lower  and  upper  bounds

of  the  enhanced  tail  set  as 
 for ,  where “all” denotes  all  items

enhanced  by  our  contextual  representation  module.  For  the
sake of clarity and space-saving purposes, we only present the
results of TailRec on MovieLens, as illustrated in Fig. 7.

λ s
γ

The experimental outcomes reveal that TailRec is somewhat
sensitive to the trade-off  and the window size , but highly
sensitive to the trade-off  and the scope of tail items. This is
because  these  two  hyper-parameters  significantly  affect  the
amount  of  tail  items  enhanced  by  our  contextual  represen-
tation  module.  Furthermore,  our  results  demonstrate  that  the
extra enhanced representation component  plays a  pivotal  role
in  overall  performance.  In  particular,  we  discovered  that  the
model  only  generates  sub-optimal  outcomes  when  all  items
are enhanced. We speculate that this is due to the deviation of
new  representations  of  head  items  from  the  high-quality
original  representations as  a  result  of  the additional  fusion of
contextual representations.

 5    Related work
In this section, we provide a concise overview of the relevant
literature, focusing on two main aspects: 1) sequential recom-
menders and 2) long-tail recommendation.

 5.1    Sequential recommendation
Understanding and characterizing user interests based on their
historical behaviors is a central topic in recommender systems
[2,38,39]. Recent research has devoted significant attention to
sequential  recommender  systems  (SRS)  because  users'
historical interactions are sequentially dependent and naturally
time-evolving.  Early  SRS  works  typically  followed  the
Markov chain (MC) assumption to capture lower-order [20] or
complex  high-order  sequence  dependence  [40].  With  the
breakthrough  in  deep  learning  [32],  neural  networks  have
become  widely  used  in  SRS. GRU4Rec [21],  proposed  as  a
pioneering  work,  modeled  sequential  recommendation  by
relying on the hidden representation of Gated Recurrent Units
to  record  past  behaviors.  Subsequently,  a  series  of  variant
methods  were  proposed,  such  as  personalized  SRS  with
hierarchical  structures  [41],  context-aware  SRS  [42],  data
augmentation-based  SRS  [43],  and  memory  networks  [44].
While effective, these RNN-based models heavily rely on the
hidden states of the entire past, which cannot be computed in
parallel.  In  contrast,  convolution-based  [31,34]  and  pure
attention-based SRS [19,24] have been widely studied because
these  methods  can  take  full  advantage  of  modern  parallel
processing  resources  and  perform  much  better  by  stacking
many  repeated  residual  blocks  [45].  In  addition,  modeling

 

 
Fig. 6    The performance of GRU4Rec and NextItNet, both with and without enhanced representation on three datasets. (a) Testing Recall@10
on GRU4Rec; (b) Testing NDCG@10 on GRU4Rec; (c) Testing Recall@10 on NextItNet; (d) Testing NDCG@10 on NextItNet

 

 

 
Fig. 7    Hyper-parameter sensitivity analysis of the proposed TailRec evaluated on SRS. (a) Trade-off γ; (b) trade-off α; (c) half window size s;
(d) scope of enhanced item set
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session-based  recommendation  with  graph  neural  networks
[2,46] recently becomes prevalent because it can capture both
the  global  preference  and  the  current  interests  of  a  session,
simultaneously.

 5.2    Long-tail recommendation
The long-tail  distribution of items is a common characteristic
of  most  recommendation datasets,  as  stated in  [47].  In  recent
years,  extensive efforts  have been made in  the field of  RS to
tackle  the  long-tail  phenomenon  in  recommendation,  as
mentioned  in  [14].  One  line  of  research  aims  to  modify  the
loss  function  to  guide  the  training  of  recommender  models.
For  instance,  weighting-based  methods  [48]  have  been
proposed to re-weight the interactions in the training loss, with
the  weight  set  as  the  inverse  of  item  popularity.  In  addition,
previous works [49] attempt to solve the long-tail problem by
performing  ranking  adjustments  and  proposing  a
regularization-based  approach.  Although  these  methods
effectively  alleviate  the  popularity  issue  [50],  they  often
sacrifice  recommendation  accuracy  by  pushing  the
recommender towards the long-tail in a brute manner. Another
line of research is to incorporate side information, such as user
profiles  and  action  types  [51,52],  to  further  address  the
problem.  Aligning  with  the  intention  of  these  efforts  above,
several  recent  works  [11,18]  have  been  proposed  to  enhance
the diversity of recommendation results.

 6    Conclusion
In  this  work,  we  were  motivated  by  the  observation  that
poorly  optimized  tail  item  representations  impede  sequential
recommendation  results  and  training  efficiency.  To  address
this issue, we proposed a general framework named TailRec to
boost sequential  recommendation. In TailRec,  we constructed
an  additional  effective  contextual  representation  module  to
focus on improving the quality of tail items. With this module,
we  can  further  leverage  contextual  information  on  cross-
sequence  behaviors  to  enhance  the  representation  quality  of
tail  items.  We  conducted  extensive  experiments  to  demon-
strate  the  strengths  of TailRec,  which  include:  1)  greatly
improved  the  effectiveness  of  SRS,  2)  considerably
accelerated  the  training  of  deep  SR  models,  and  3)  is
intuitively  simple,  easy  to  implement,  and  applicable  to  a
broad class of sequential recommender models. We hope that
our findings and proposed framework can inspire more works
in the future.
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