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Abstract Emotion-cause pair extraction (ECPE) aims to
extract all the pairs of emotions and corresponding causes in a
document. It generally contains three subtasks, emotions extrac-
tion, causes extraction, and causal relations detection between
emotions and causes. Existing works adopt pipelined approa-
ches or multi-task learning to address the ECPE task. However,
the pipelined approaches easily suffer from error propagation in
real-world scenarios. Typical multi-task learning cannot opti-
mize all tasks globally and may lead to suboptimal extraction
results. To address these issues, we propose a novel framework,
Pairwise Tagging Framework (PTF), tackling the complete
emotion-cause pair extraction in one unified tagging task.
Unlike prior works, PTF innovatively transforms all subtasks of
ECPE, i.e., emotions extraction, causes extraction, and causal
relations detection between emotions and causes, into one
unified clause-pair tagging task. Through this unified tagging
task, we can optimize the ECPE task globally and extract more
accurate emotion-cause pairs. To validate the feasibility and
effectiveness of PTF, we design an end-to-end PTF-based
neural network and conduct experiments on the ECPE
benchmark dataset. The experimental results show that our
method outperforms pipelined approaches significantly and
typical multi-task learning approaches.

Keywords emotion-cause pair extraction, pairwise tagging
framework, end-to-end, neural network

1 Introduction

Text emotion analysis aims to analyze the emotion of people
from text and plays a crucial role in human communication
and making decisions [1,2]. The early studies mainly focus on
emotion classification that aims to infer emotion category of
user-generated text [3-5]. Beyond emotion classification,
people sometimes care more about the causes stimulating a
specific emotion. Therefore, a fine-grained emotion analysis
task, emotion cause extraction (ECE), is proposed to extract
the corresponding causes that lead to a given emotion expres-
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sion in text [6]. In recent years, the ECE task has drawn
increasing attention due to its potential applications [7-12].
However, this popular task requires that emotions must be
annotated in advance before cause extraction, which limits its
applications in real-world scenarios. To break the restriction, a
new emotion analysis task, emotion-cause pair extraction
(ECPE), is proposed to extract all the pairs of emotions and
corresponding causes in a document [13]. Different from ECE,
ECPE can extract emotions-cause pairs automatically without
additional emotion annotation.

The ECPE is a fine-grained emotion analysis task, and Xia
et al. [13] formalize it as a clause pair extraction problem. In
this task, a clause expressing a certain emotion is regarded as
an emotion clause, and the clauses stimulating this emotion
are corresponding cause clauses. Figure 1 shows an example
of the ECPE task. There are six clauses in the example
document. The fourth clause and the fifth clause are two
emotion clauses because they respectively express the emotion
“happy” and “worried”. The emotion “happy” has two
corresponding causes, respectively “a policeman visited the
old man with the lost money” in the second clause and “told
him that the thief was caught” in the third clause. The cause of
the emotion “worried” is the sixth clause “as he doesn’t know

Clause ¢,: Yesterday morning,

Clause ¢,: a policeman visited the old man with the lost money,
Clause c;: and told him that the thief was caught.

Clause ¢,: The old man was very happy.

Clause c5: But he still feels worried,

Clause ¢4 as he doesn’t know how to keep so much money.

Emotion-cause pair 1: (The old man was very happy, a policeman
visited the old man with the lost money)

Emotion-cause pair 2: (The old man was very happy, and told him
that the thief was caught)

Emotion-cause pair 3: (But he still feels worried, as he doesn’t
know how to keep so much money)

Fig. 1 An example of the ECPE task. There are six clauses in the document.
The clauses highlighted in bold are emotion clauses, and the clauses in
underline are cause clauses. The goal of ECPE is to extract three emotion-
cause pairs shown in the lower part
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how to keep so much money”. Therefore, the goal of ECPE is
to directly extract the three emotion-cause pairs from the
document, i.e., (“The old man was very happy”, “a policeman
visited the old man with the lost money”), (“The old man was
very happy”, “and told him that the thief was caught”), and
(“But he still feels worried”, “as he doesn’t know how to keep
so much money”).

To address this new task, Xia et al. [13] propose a two-step
solution, which first extracts a set of emotion clauses and a set
of cause clauses via multi-task learning, then applies Cartesian
product to generate all candidate pairs and train a binary filter
to eliminate the pairs without a causal relation. Despite the
effectiveness of the pipelined approach, it unavoidably suffers
from error propagation. Specifically, the extraction errors of
emotion or cause in the first step will directly harm the pairing
results of the second step. Thereafter, more studies adopt
multi-task learning to extract emotion-cause pairs in the end-
to-end fashion [14—17]. These multi-task approaches benefit
from auxiliary tasks of emotion extraction and cause extrac-
tion and achieve performance improvement. Nevertheless, the
multiple subtasks in multi-task approaches are optimized in a
joint instead of a global way, which means they may not
achieve the best potential simultaneously and lead to subop-
timal extraction results of emotion-cause pairs. Therefore, one
more promising solution is to solve all subtasks of ECPE with
a global and unified task. However, this goal is very
challenging because the emotion/cause extraction and causal
relation detection between emotion and cause are two subtasks
of different types and granularity in ECPE. Specifically, the
former is a clause-level extraction problem, while the latter is
a clause-pair classification problem, which makes it hard to
integrate them into one unified task.

To achieve the above challenging goal, we propose a novel
framework, Pairwise Tagging Framework (PTF), successfully
extracting emotion-cause pairs with one global and unified
tagging task. In this novel framework, we innovatively
transform emotion extraction and cause extraction into rela-
tions detection of clause-pairs, instead of classical sequence
extraction [14,16]. In this way, all subtasks of ECPE,
including emotion extraction, cause extraction, and causal
relations between emotions and causes can be integrated into
one unified clause-pair tagging task. Naturally, they can be
extracted simultaneously and optimized globally. To validate
the feasibility of the proposed framework, we specially design
an end-to-end neural network based on PTF. Empirically, we
conduct experiments on the ECPE benchmark dataset and the
results demonstrate the effectiveness of PTF.

The main contributions of this work are as follows:

e We propose a novel tagging framework PTF for the
ECPE task. To the best of our knowledge, PTF is the
first work to solve all subtasks of ECPE with a global
and unified clause-pair tagging task, instead of multi-
task learning.

e We develop a PTF-based end-to-end neural network to
validate the effectiveness of PTF. In this neural model,
we introduce some helpful mechanisms to improve the
performance of ECPE further.

e The experimental results show that our method achieves
the obvious improvements compared to previous works
and achieves the state-of-the-art performance on the
ECPE benchmark dataset.

2 Related work

2.1 Emotion cause extraction

Prior works mainly focus on emotion cause extraction (ECE),
which aims to extract the corresponding causes leading to a
given emotion from text. The ECE task was first proposed by
[6] and defined as a word-level extraction problem. Early
research devotes to designing rule-based methods [8,9,18-21],
or using traditional machine learning algorithms such as SVM
[22,23] and CRF [23,24] to address this task. Chen et al. [22]
realized the difficulty of describing emotion causes at the
word level, thus they suggested that a clause may be the more
appropriate unit to describe causes. Following the idea, Gui
et al. [10] built a clause-level ECE dataset using SINA city
news. In this corpus, an annotation of emotion clause
corresponds to one or multiple cause clauses. Recently, it has
received much attention and become a benchmark dataset for
ECE research. Based on the dataset, Gui et al. [25] and Xu
et al. [26] respectively proposed structure representation
describing the events and multi-kernel learning to extract
emotion cause clauses. In the following studies, deep learning
techniques have also been applied to the ECE task, such as
long short-term memory [11], deep memory network [27], co-
attention neural network [28], and three-level (word-phrase-
clause) hierarchical network [29]. However, these works
ignored the importance of relative position and global label
information for emotion cause identification. To address the
two issues, Ding et al. [30] converted the task to a reordered
clause classification problem. Xia et al. [31] proposed RNN-
Transformer based framework to integrate relative position
and global prediction information.

2.2 Emotion-cause pair extraction

The ECE task has been studied for about a decade, while it
needs additional emotion annotation, which limits its
applications in real-world scenarios. To break the limitation,
Xia et al. [13] proposed a new emotion analysis task, emotion-
cause pair extraction (ECPE), to extract all pairs of emotions
and corresponding causes in a document without emotion
annotation in advance. They proposed a two-step approach to
perform ECPE, which easily suffered from error propagation.
To address the issue, more works adopt end-to-end multi-task
learning to solve the ECPE task. For example, Song et al. [14]
regarded pair extraction as a link prediction task using a
vanilla multi-task framework. Wu et al. [32] employs shared
encoder and private encoder to improve the performance of
subtasks of emotion extraction and cause extraction. Tang
et al. [15] proposed a multi-level attention mechanism to
capture the word-level and clause-level dependency relations
for extracting emotion-cause pairs. Ding et al. [16] employed a
2D Transformer to model the interactions of different
emotion-cause pairs and integrated representation, interaction,
and prediction into a multi-task framework. On the basis of
multi-task learning, Fan et al. [33] further introduced tag
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distribution refinement strategy to benefit emotion-cause pair
extraction using the output of the two auxiliary tasks. Cheng
et al. [34] introduced local pair searcher (LPS) to find the
corresponding emotions/causes from the nearby clauses of a
cause or emotion. Yu et al. [35] designed an additional self-
distillation strategy to boost emotion-cause pair extraction.
Wei et al. [17] tackled emotion-cause pair extraction from a
ranking perspective and employed an external sentiment
lexicon to help recall emotion-cause pairs. Besides multi-task
learning, there are also some other strategies proposed for the
ECPE task. Fan et al. [36] adopted a transition-based strategy
and transformed ECPE into a task of parsing-like directed
graph construction. Yuan et al. [37] and Cheng et al. [38]
constructed different label sets and used sequence labeling
scheme to extract emotion-cause pair.

3 Pairwise tagging framework

In this section, we first give the task definition of emotion-
cause pairs extraction (ECPE), then explain how the ECPE is
represented in Pairwise Tagging Framework (PTF). Finally,
we present how to decode emotion-cause pairs according to
the tagging results of PTF.

3.1 Task definition

Formally, given a document d consisting of n clauses, i.e.,
d={cy,ca,...,c,}, where ¢; is the ith clause of the document
d, the goal of the ECPE task is to extract a set P of emotion-
cause pairs from the document d:

P={..,(cecc),...}, (1
where (c.,cc) is an emotion-cause pair, the notation c,
represents an emotion clause and ¢, denotes the corresponding
cause clause of c,.

3.2 Pairwise tagging

As aforementioned, we transform emotion extraction, cause
extraction, and causal relation detection between any two
clauses into a clause-pairs tagging task. Thus the whole ECPE
task can be solved with one unified tagging task.

Specifically, we use four tags {E,C,P,0} to denote the
relations of any one unordered clause-pair (c;,c;) (1 <1i,j<n)
in a document d. Their meanings are shown in Table 1. The
tags E and C are applied in the position of the main diagonal.
The tag E is used to represent an emotion expressed by the
clause pair (cj,c;), i.e., the clause ¢; is an emotion clause.
Correspondingly, the clause pair (cj,c;) with the tag C
indicates the clause c; is a cause clause. The tag P represents
that the clause-pair (c;, ¢;) contains a causal relation. Note that,
the tag P cannot indicate which clause is an emotion clause or
a cause clause in the clause pair (c;, c;), because the relation of
the pair (c;,c;) is unordered in PTF. The tag O denotes no any

Table 1 The meanings of PTF tags for the ECPE task

Tags Meanings

E  the clause-pair (c;,¢;) expresses emotion, i.e., ¢; is an emotion clause.
C the clause-pair (c;,c;) expresses cause, i.e., ¢; is a cause clause.

P the clause-pair (c;,c;) contains a casual relation.
0

no above three relations for clause-pair (c;, c;).
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above relations between two clauses.

We take the document of Fig. 1 for example to elaborate our
PTF tagging. As shown in Fig. 2, there are two emotion
clauses ¢4 and cs, three cause clauses c¢;, ¢3, and cg, three
causal clause pairs (cp,c¢4), (c3,c4) and (cs5,c6) in the
document. Therefore, we tag (c4,c4) and (cs,cs5) with E,
(c2,¢2), (c3,¢3), and (cg,c6) With C, (c2,¢4), (c3,c4), and (cs,c6)
with P, and other clause-pairs with the tag 0.

3.3 Decoding algorithm

Given a document d, we can obtain the predicted PTF tagging
results 7 using traditional machine learning algorithms or
neural networks. We adopt a neural network model in this
work (See Section 4). In this subsection, we focus on how to
decode the final emotion-cause pairs from the predicted
tagging results 7. T(c;,c;) represents the predicted tag of the
clause-pair (c;, ¢;). Algorithm 1 shows the decoding details.

As we have mentioned, the relation of clause pair (c;,c;) in
PTF is unordered, so the clause pair (c;,c;) with the predicted
tag P cannot be directly used to extract emotion-cause pairs.
To address this issue, we first obtain the set E of emotion

G

O 0 0 0 0 0 ¢

C O P (0) O q

Fig.2 PTF tagging result of example document of Fig. 1. There are three
emotion-cause pairs (cs,c¢2), (ca,c3), and (cs,ce) in the example document

Algorithm 1 Decoding algorithm
Input: The tagging reuslts T in PTF. T'(c;, ¢;) represents the predicted

tag of the clause-pair (c;, ¢;).
Output: Emotion-cause pair set P

:LetE«— 2,C — @,P« Q.

1

2: while a clause ¢; in d do
3. if T(c;, ¢;) = E then
4: E « EU{c}.

5:  end if

6: end while

7: while a clause ¢; in d do
8: if T(cj,c;) = C then
9: C — CU{cj}.

10:  end if

11: end while

12: while ¢, in E and ¢, in C do
13:  if T(c,,c.) = P then

14: P — PU({(c,,ce)}

15:  endif

16: end while

17: return the set P
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clauses and the set C of cause clauses from the tagging result
T. As shown in line 2 to line 11 of Algorithm 1, we regard the
clause ¢; as an emotion clause when the T'(c;,¢;) is predicted
as the tag E. Similarly, T(cj,c;) predicted as the tag C
represents that the clause c; is a cause clause. Afterwards, we
judge an emotion clause c, of the set E and a cause clause c.
of the set C as an emotion-cause pair if T'(c,, c.) is predicted as
the tag P, as shown in line 12 to line 16 of Algorithm 1.
Through the above pairwise clause-pair tagging and the
decoding algorithm, the complete ECPE task can be solved
with our unified PTF tagging task, instead of several subtasks.

4 Model

In this section, we design an end-to-end neural model Pairwise
Tagging Network (PTN), as the wvalidation system, to
demonstrate the feasibility and effectiveness of PTF for the
ECPE task. Figure 3 shows an illustration of PTN. We will
first describe its clause-pair representations learning module.
Then we introduce three information-enhancing mechanisms
to enhance the clause-pair representations. Finally, we present
the decoding and training modules of PTN.

4.1 Clause pair representations learning
Given a document containing n clauses d = {cy,c2,...,c,}, its
i-th clause ¢; contains ; words ¢; = {w;1,wia,...,w,}, we first
map each word w;, into a word vector w;; by looking up an
embedding table E,,;, € R™V where m is the embedding
dimension and |V| denotes the vocabulary size.

Following the hierarchical document modeling works
[39,40], we then adopt a word-level bidirectional Long Short-

Term Memory (LSTM) [41] to model the internal semantics
of each clause. For the ith clause c;, it encodes the word vector
sequence {W;1,Wp,...,Ww;;} and generate the corresponding
hidden states {h;q,h;,...,h;;}. To obtain more effective clause
representation, we introduce the attention mechanism [42] to
aggregate the informative words instead of using pooling or
the last hidden state. The representation ¢; of the clause ¢; can
be obtained as follows:

g(hy) = (Vw)T tanh(W,h;; +b,,), (2)
_ exp(g(hir))
ail - n—’

> (sthie)) ®

=1

li
¢ci = Z a;hyy, 4)

=1

where W,, is the weight matrix, v,, indicates the weight vector,
and b,, denotes the bias.

We can observe that the above representations of different
clauses are mutually independent, which is unfavorable for
modeling relations between clauses. To capture their
dependency, we employ a clause-level BiLSTM network to
encode the clause representations {cj,¢p,...,¢,} and generate
clause-level hidden states {h;,hy,... ,h,}.

Finally, we concatenate h; and h; as the representation of
the clause pair (¢;,cj), i.e., rj; = [h;;h;], where [-;-] denotes the
vector concatenation operation, to detect relations between the
clauses ¢; and c;.

( Decoding algorithm ]

Pairwise tagging

i

[ Clause-level BILSTM ]

Word attention_ P

T

Word-level BiLSTM

Word attention _ D

T

Word-level BiLSTM

Fig. 3 An illustration of pairwise tagging network (PTN)
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4.2 Information-enhancing mechanisms

To better capture the relations between clauses, we additio-
nally design three information-enhancing mechanisms, namely
clause position embedding (CPE) and emotion/cause predic-
tion (ECP) and clause self attention (CSA), to enhance the
clause pair representation r;;.

4.2.1 Clause position embedding

Firstly, some works [30,31] reveal that a clause closer to the
emotion is more likely to be emotion’s cause. In other words,
two closer clauses in a document are more likely to be an
emotion-cause pair, otherwise less likely. To leverage this
important indicative information, we introduce clause position
embedding to represent them. Specifically, the position
indicators {1,2,...,n} of clauses {cy,c>,...,c,} are mapped into
continuous representations {pi,p2,...,p,}. Then we conca-
tenate clause position embedding p; and the clause represen-
tation h; as the enhanced clause representation:

h; = [h;;pil. Q)

4.2.2 Emotion/cause prediction

Secondly, an emotion-cause pair contains an emotion clause
and a cause clause. Correspondingly, if a clause is an emotion
clause or a cause clause, it is quite likely to be part of an
emotion-cause pair. Therefore, if we predict the emotion
probability and the cause probability of a clause in advance,
these predictions ought to be helpful for detecting the relation
of clause pair. To this end, we use the original clause
representation h; to predict emotion probability §¢ and cause
probability §¢ of the clause c¢;. Their prediction probabilities
and the corresponding losses are defined as follows:

¥ = softmax(Weh; +be), (6)
n 1
loss, = — Z Zﬁk -log(33), Q)
i=1 k=0
§5 = softmax(Wch; + bc), ®)
n 1
loss. = — Z nyk -log(33), ©)
i=1 k=0

where y; and y; respectively denote the ground truth
distribution of emotion and cause.

To utilize the above helpful emotion/cause predictions, we
update the enhanced clause representation h; as follows:

h; = [hy; pis ¥7: 971 (10)
4.2.3 Clause self attention

Thirdly, it is important for the ECPE task to capture the
potential connection of clause-pairs. As we all know, self
attention is a good mechanism to caputer the internal
connection of a sequence [43]. Therefore, we use a clause self
attention mechanism on the representations {hy,h;,...,h,} to
model the relevance between clauses. The importance ;; of
the jth clause c¢; for the ith clause ¢; can be defined as:

g(h,’,hj) = (VS)T tanh(Wslh,-+W52hj+bS), (11)
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_ exp(g(hy.h))

> (gt he)
k=1

ij

(12)

where W, and Wy, are weight matrices, v, is the weight
vector, and b, represents the bias.

The meaning of attention weight §;; is different from that of
aj; in Eq. (3). The «;; indicates the importance of the word w;,
for the whole semantics of the clause c¢;, which aims to
aggregate information to obtain clause representation. In
contrast, the B;; is used to measure the relevance of the
clauses ¢; and c;. We then exploit §;; to obtain the related
clause information of the ith clause and inject them into the
representation of ¢; as follows:

n
ri=h,~+Zﬁ,~jhj. (13)
j=1
Finally, we replace pair representation r;; = [h;;h;] with
information-enhanced representation r;; = [r;;r;] for detecting
the relation of the clause-pair (c;, c;).

4.3 Decoding and training
To extract emotion-cause pairs, we first employ a linear layer
and a softmax layer to predict the relation distribution of the
clause-pair (¢;,c):

¥ij = softmax(W,r;; +b,), (14)
where W, and b, respectively represent the weight matrix and
bias. The cross-entropy loss of PTF tagging on all clause-pairs
is defined as loss:

3
loss =— i z": Zyijk -log(Piji)s

i=1 j=i k=0

(15)

where y;; is the ground truth tag of (c;,c;), the tags {0,E,C,P}
are correspondingly mapped into the labels {0, 1,2,3}. We can
obtain the tagging results 7 from the predicted probability
distribution § by argmax(y) and then decode the all emotion-
cause pairs according to the Algorithm 1.

To ensure the predicted distribution §¢ in Eq. (6) and §¢ in
Eq. (8) contain the indications of emotion and cause, we
additionally optimize the losses loss, and loss.. Therefore, the
final training objective of the model is to minimize the
following loss:

L=loss+ Adoss. + A:loss,,

(16)

where A, and A, are trade-off factors.

5 Experiments

5.1 Dataset and metrics

We evaluate different methods on the widely used ECPE
benchmark dataset [13], which is constructed from the ECE
benchmark corpus [25]. Table 2 shows the statistics of the
dataset.

Following previous works [13—17], we stochastically select
90% of the data for training and the remaining 10% for
testing. To obtain statistically credible results, we repeat each
experiment 20 times and report the average result. We use the
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Table 2 Statistics of the ECPE dataset

Number

Documents 1945
Emotions 2085
Causes 2142
Emotion-cause pairs 2167
Doc. with one emotion-cause pair 1746
Doc. with two emotion-cause pairs 177
Doc. with more than two emotion-cause pairs 2

precision (P), recall (R), and Fl-score (F1) as the metrics for
evaluating different methods. The higher P, R, and F1-score
represent the better performance. Note that, Fl-score is our
main metric because it balances the precision and recall of the
predicted results. A predicted emotion-cause pair is deemed
correct only if its emotion and the corresponding cause are
both predicted correctly. When extracting emotion-cause pairs
with the unified PTF tagging task, we can also obtain
emotions and causes of the document simultaneously.
Therefore, we also evaluate the performance of different
methods on two subtasks, i.e., emotion extraction and cause
extraction, using P, R, and F1 as the metrics.

5.2 Experimental settings

Table 3 shows the detailed hyper-parameter settings. Specifi-
cally, we initialize word vectors with 200-dimension word
embeddings that are pre-trained on 1.1 million Weibo corpora
[13] with the word2vec toolkit [44]. The word vectors are
fixed and not fine-tuned during the training stage. The
dimensions of LSTM cell and clause position embedding are
respectively set to 100 and 50. The dropout [45] is applied to
word embeddings layer with the probability of 0.5. We
employ the Adam optimizer [46] to train neural models with a
mini-batch size of 32 and a learning rate of 0.005. The
maximum numbers of words in each clause and clauses in
each document are respectively set to be 75 and 45. The loss
weights 4, and A, in Eq. (16) are both set to 1.

5.3 Compared methods

Previous works adopt pipeline or end-to-end multi-task
approaches to address the ECPE task. In this work, we
compare them with our proposed PTN model.

Xia et al. [13] proposed three different pipelined methods
based on the two-step strategy. In the first step, they first
extract an emotion set and a cause set from a document via
multi-task learning. In the second step, they apply a Cartesian
product to yield all candidate emotion-cause pairs and then

Table 3 Hyper-parameter settings

Hyper-parameters Values
Dimension of word embedding 200
Dimension of LSTM cell 100
Dimension of position embedding 50
Dropout rate 0.5
Batch size 32
Learning rate 0.005
Maximum words of a clause 75
Maximum clauses of a document 45
Loss weight A, 1
Loss weight A, 1

train a filter to eliminate the pairs without a causal relation.
These three methods have the same operation in the second
step. The differences in the first step are as follows:

e Indep: Indep first adopts a BiLSTM to encode word
vectors and obtain clause representations, then employs
two independent clause BiLSTMs to model contextual
information between clauses, respectively for emotion
extraction and cause extraction.

o Inter-CE: Different from Indep, Inter-CE uses predic-
tions of cause extraction to improve emotion extraction.

e Inter-EC: In contrast, Inter-EC uses predictions of
emotion extraction to enhance cause extraction.

The end-to-end approaches are as below:

e E2EECPE [14]: E2EECPE is a typical multi-task
learning method for the ECPE task. It regards emotion-
cause pair extraction as a link prediction task and uses
auxiliary emotion extraction and cause extraction to
boost the pair extraction.

e ECPE-2D [16]: Based on multi-task learning, ECPE-2D
employs multi-layers transformer [47] to further capture
the connection between clauses.

e TransECPE [36]: Different from multi-task methods,
TransECPE is a transition-based model and transforms
the ECPE task into a procedure of parsing-like directed
graph construction.

e RankCP [17]: RankCP is a state-of-the-art method and
tackles ECPE from a ranking perspective and empha-
sizes inter-clause modeling. It directly regards the
predicted top-1 pair as the emotion-cause pair. Besides,
it additionally employs a post-processing strategy. For
the candidate top-(N—1) pairs, if the pair contains
sentiment words according to an external sentiment
lexicon, RankCp extracts it as the emotion-cause pair.

5.4 Evaluation and comparison

Table 4 shows the main experimental results of different
methods on the ECPE task and two subtasks of emotion
extraction and cause extraction.

Among all the pipelined methods, Indep achieves the worst
performance on the ECPE task, because it ignores the mutual
indication between emotions and causes. With the help of
cause predictions, Inter-CE gets better results than Indep on
the emotion extraction, thereby boosting emotion-cause pair
extraction. On the contrary, Inter-EC benefits from the
predictions of emotion extraction and outperforms Indep and
Inter-CE significantly on the cause extraction. The significant
improvement of cause extraction makes Inter-EC obtain the
best ECPE performance in the three pipelined methods.
However, Inter-CE and Inter-EC cannot achieve simultaneous
improvements on the two subtasks due to sequential depen-
dency. The inconsistent improvements and error propagation
of the pipeline strategy finally limit the overall performance of
the ECPE task.

In contrast, the end-to-end methods effectively reduce error
propagation and outperform the pipelined methods signifi-
cantly on emotion-cause pair extraction. In these methods,
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Table 4 Main experiment results of different methods (%). Best and second-best results are respectively in bold and underline

Emotion extraction

Cause extraction

Emotion-cause pair extraction

Models
P R F1 P R F1 P R F1

Indep 83.75 80.71 82.10 69.02 56.73 62.05 68.32 50.82 58.18
Inter-CE 84.94 81.22 83.00 68.09 56.34 61.51 69.02 51.35 59.01
Inter-EC 83.64 81.07 82.30 70.41 60.83 65.07 67.21 57.05 61.28
E2EECPE 85.95 79.15 82.38 70.62 60.30 65.03 64.78 61.05 62.80
ECPE-2D(base) 85.37 81.97 83.54 71.51 62.74 66.76 71.73 57.54 63.66
ECPE-2D 85.12 82.20 83.58 72.72 62.98 67.38 69.60 61.18 64.96
TransECPE 80.80 84.39 82.56 67.42 65.34 66.36 65.15 63.54 64.34
RankCP(top-1) 87.35 81.46 84.28 71.30 64.68 67.90 69.10 62.54 65.62
RankCP 87.03 84.06 85.48 69.27 67.43 68.24 66.98 65.46 66.10
PTN(base) 84.12 81.61 82.82 72.02 63.66 67.50 71.38 59.48 64.80
PTN 84.47 82.78 83.60 71.75 64.70 67.99 76.00 59.18 66.50

E2EECPE and ECPE-2D(base) are two vanilla multi-task
models, and the difference is that ECPE-2D(base) exploits
auxiliary predictions of emotion and cause to help detect
emotion-cause pairs. Based on ECPE-2D(base), ECPE-2D
adopts an additional multi-layer transformer to capture the
relevance between clauses, thus achieving further performance
improvements. The transition-based system TransECPE can
capture interdependence between emotions and causes more
effectively for pairs prediction and thus shows competitive
results compared with multi-task learning models.
RankCP(top-1) models inter-clause relationships to learn
clause representations using stacked graph attention layers,
and integrates relative position enhanced clause pair ranking
into the neural network to extract emotion-cause pairs. On the
basis of RankCP(top-1), RankCP uses a post-processing
strategy and employs an external sentiment lexicon to effec-
tively improve the recall of emotion-cause pair extraction, thus
achieving state-of-the-art performance.

PTN(base) is our vanilla implementation and only utilizes
the proposed unified tagging scheme PTF to address the ECPE
task, without using the information-enhancing mechanisms
mentioned in Section 4.2. We can observe that the vanilla
PTN(base) outperforms the typical multi-task learning models,
such as E2EECPE and ECPE-2D(base). This superiority
indicates that our unified tagging scheme PTF optimizes the
extractions of each element in the ECPE task from the global
perspective, thus obtaining better results of emotion-cause pair
extraction. With the help of the information-enhancing
strategies, PTN obtains further improvements and achieves the
state-of-the-art performance on the emotion-cause pair extrac-
tion, which validates the effectiveness of the information-
enhancing mechanisms. We can see that PTN still outperforms
the RankCP model by 0.4% in Fl-score for the ECPE task,
even though it does not use post-processing strategy and
external sentiment lexicon. Besides, we find that PTN
achieves better precision than recall on the emotion-cause

pairs extraction. It is reasonable because there are 89.76% of
documents contain only one emotion-cause pair in the ECPE
dataset. The pair sparsity implies the extremely unbalanced
label distribution in our PTF tagging scheme, which makes the
model tend to decode fewer pairs and leads to a lower recall.
Therefore, some label-balanced training algorithms may help
our method achieve better performance. Among the compared
methods, some works implement their models based on not
only BiLSTM but also the pre-trained BERT [43]. For a fair
comparison, we also implement PTN using the pre-trained
BERT as encoder, and Table 5 shows the corresponding
results. We can observe that PTN(BERT) outperforms other
methods significantly on the task of emotion-cause pair
extraction and achieves the state-of-the-art performance
among the BERT-based methods.

5.5 Ablation study
To investigate the effect of the information-enhancing mecha-
nisms clause position embedding (CPE), emotion/cause
prediction probability (ECP), and clause self attention (CSA)
on the model PTN, we respectively remove them from PTN to
conduct experiments. The results are shown in Table 6.
Compared to the complete model PTN, the ablation models
PTN w/o CPE and PTN w/o ECP perform worse on the ECPE
task. Their Fl-scores drop by 0.67% and 0.81% respectively
under 20 repeated experiments, which indicates that clause
position embedding and emotion/cause prediction probability
are both beneficial for modeling causal relation between
clauses. Besides, we observe, among three information-
enhancing mechanisms, clause self attention is the most
effective for improving the ECPE task, as the performance of
PTN w/o CSA declines by about 1.32% in Fl-score after
removing clause self attention mechanism from PTN.

5.6 Case study
To show the advantage of our PTN compared with the state-

Table 5 Experiment results of different methods using BERT as the encoder (%). Best and second-best results are respectively in bold and underline

Emotion extraction

Cause extraction

Emotion-cause pair extraction

Models P R Fl p R Fl p R Fl

ECPE-2D(BERT) 86.27 92.21 89.10 73.36 69.34 71.23 72.92 65.44 68.89
TransECPE(BERT) 88.79 83.15 85.88 78.74 66.89 72.33 77.08 65.32 70.72
RankCP(BERT) 91.23 89.99 90.57 74.61 77.88 76.15 71.19 76.30 73.60
PTN (BERT) 85.00 91.59 88.19 7487 77.90 76.31 76.41 72.40 74.30
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Table 6 Ablation study of removing CPE, ECP or CSA respectively from the complete model PTN (%). Best results are in bold

Emotion extraction

Cause extraction

Emotion-cause pair extraction

Models

P R F1 P R F1 P R F1
PTN 84.47 82.78 83.60 71.75 64.70 67.99 76.00 59.18 66.50
w/o CPE 83.85 81.64 82.71 71.50 64.12 67.57 75.44 58.43 65.83
w/o ECP 83.58 81.87 82.69 70.81 64.09 67.22 75.70 58.11 65.69
w/o CSA 82.55 81.93 82.19 70.96 63.43 66.87 76.94 56.88 65.28

Table 7 Examples of predicted emotion-cause pairs of RankCP and PTN. The clauses in bold and underline respectively denote the emotions and causes

Document Ground truth RankCP PTN
c1:[ The headmaster persisted in standing on the podium with his stumped legs for 34 years,] c:[ and cared (c3,¢1) (c3,c1V
about his students when he was critically ill.| c3:[The villagers expressed their highest respect for him.] (c3,¢2) (C3"‘2)\/ (c3,¢2)
c1:[A4 group of caring volunteers surrounded the couple of Li Shiming and their two-year-old son Li Muyixin
and walked into the house happily.] czz[Folr Li Shiming’s family], c3:[that day was a happy day ], c4:[ and the (c3.c4) (c3,ca)V (c3,ca
son who had been abducted for 45 days finally returned home that day.] (c1,c3)%
of-the-art method RankCP, we present two examples and their Precision
predicted results in Table 7. = Effsaclére

For the first document, there are two emotion-cause pairs 0.80
(c3,c1) and (c3,¢;). The former clause is the emotion, and the
latter denotes cause. As aforementioned, RankCP regards the 0.60
predicted top-1 pair as the emotion-cause pair. For the 8
remaining top-(N—1) pairs, if the pair contains sentiment g 0.40
words of the external sentiment lexicon, RankCp extracts it as £
the emotion-cause pair. It is a pity there is no explicit &
sentiment word in the first document. Thus RankCP only G20
selects top-1 pair (c3,¢;) and fails to extract the emotion-cause
pair (c3,c1). In contrast, our PTN successfully extract the 0.00 (0, 10] (10, 20] (20.30] (30, 4)

emotion-cause pairs (c3,c1) and (c3,cp). In the second
document example, the clauses c¢; and c¢3 contain explicit
sentiment words “happily” and “happy”. Although the pair
(c1,c¢3) is not an emotion-cause pair, RankCP still extracts it as
the predicted result according to the external sentiment
lexicon.

From the above examples, we can find the performance of
RankCP heavily depends on the external sentiment lexicon. In
contrast, our method achieves better performance without
these constraints.

5.7 The effect of document length on PTN

We present the performance of our model PTN under different
ranges of document length (i.e., number of clauses in a
document) to investigate the effect of document length on
emotion-cause pair extraction. Figure4 shows the
corresponding results. We can observe that the three metrics,
including precision, recall, and Fl-score, gradually decline
with the increase of document length. The results indicate that
long documents have a negative effect on emotion-cause pair
extraction. Therefore, how to model long-distance dependency
effectively is still a challenge for the ECPE task.

6 Conclusions

Existing studies adopt pipelined methods or end-to-end multi-
task learning for the ECPE task, thus suffering from error
propagation and potential suboptimal results of emotion-cause
pair extraction. In this work, we propose a novel tagging
framework PTF to address the ECPE task in an end-to-end
way. Different from prior works, PTF transforms emotion
extraction, cause extraction, and casual detection between

Document length

Fig. 4 The performance of PTN on the ECPE task with different document
lengths. The proportions of document length ranges (0, 10], (10, 20], (30, 40],
(30, +) are respectively 21.53%, 62.56%, 13.33%, and 2.58% in the testing set

emotions and causes into relation classification of clause-
pairs, and thus successfully integrates the whole ECPE into
one global-optimized and unified tagging task. Based on this
novel framework, we design an end-to-end neural network
model and introduce three helpful information-enhancing
mechanisms to perform the ECPE task. The experimental
results and analysis on the benchmark dataset prove the
effectiveness of our method.
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