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Abstract Crowd counting is recently becoming a hot rese-
arch topic, which aims to count the number of the people in
different crowded scenes. Existing methods are mainly based
on training-testing pattern and rely on large data training, which
fails to accurately count the crowd in real-world scenes because
of the limitation of model’s generalization capability. To
alleviate this issue, a scene-adaptive crowd counting method
based on meta-learning with Dual-illumination Merging
Network (DMNet) is proposed in this paper. The proposed
method based on learning-to-learn and few-shot learning is able
to adapt different scenes which only contain a few labeled
images. To generate high quality density map and count the
crowd in low-lighting scene, the DMNet is proposed, which
contains Multi-scale Feature Extraction module and Element-
wise Fusion Module. The Multi-scale Feature Extraction
module is used to extract the image feature by multi-scale
convolutions, which helps to improve network accuracy. The
Element-wise Fusion module fuses the low-lighting feature and
illumination-enhanced feature, which supplements the missing
illumination in low-lighting environments. Experimental results
on benchmarks, WorldExpo’10, DISCO, USCD, and Mall,
show that the proposed method outperforms the existing state-
of-the-art methods in accuracy and gets satisfied results.

Keywords crowd counting, meta-learning, scene-adaptive,
Dual-illumination Merging Network

1 Introduction

Crowd counting is becoming an important technology to many
applications, such as city security and crowd protection. The
aim of this task is to count the number of the people automa-
tically [1]. There are many excellent works have been
proposed. These methods usually use deep learning methods
to learn crowd feature with the help of density map [2,3]. The
deep-learning-based methods need large dataset for training.
But in real world, the data is expensive and inaccessible. And
such models sometimes don’t have good ability of scene
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generalization. It will lead to that the trained model cannot
applied in real-world scenes [4]. It likes the great difference of
the scenes between park and street.

To transfer the trained model to a real-world scene, several
works tried self-supervised and meta-learning to solve such
problem. Liu et al. [5] leveraged abundantly available unla-
beled crowd imagery in a learning-to-rank framework. Zhang
et al. [6] and Loy et al. [7] used semi-supervised method to
finish the cross-scene challenge. Reddy et al. [4] proposed a
scene adaptive crowd counting to deploy a crowd counting
model specially adapted to a target camera. Although these
methods got some good results, they fail to count the crowd
when facing complex conditions, such as extremely low-
lighting environments.

To alleviate the above problems, a novel scene-adaptive
crowd counting method based on meta-learning with Dual-
illumination Merging Network (DMNet) is proposed. This
work is mainly based on learning-to-learn and few-shot
learning, which lead to fast learning on a real-world scene.
When the method is proposed and designed, the structures of
the Chelsea et al. [8] have been analyzed and researched. To
generate high quality density map and count the crowd in low-
lighting scene, the DMNet is proposed as the backbone in
scene-adaptive crowd counting method. The DMNet contains
two submodules, named Multi-scale Feature Extraction
module and Element-wise Fusion module. The Multi-scale
Feature Extraction module extracts the multi-scale feature of
image, which is adaptive to large variation in people size. The
Element-wise Fusion module fuses the low-lighting feature
and illumination-enhanced feature, which supplements the
missing illumination in low-lighting environments. Thereinto,
the illumination of image in low-lighting is enhanced to get
the illumination-enhanced feature. Experimental results on
benchmarks, WorldExpo’10, DISCO, USCD, and Mall, show
that the proposed method outperforms the existing state-of-
the-art methods in accuracy and gets satisfied results.

The main contributions of this study are summarized as
follows.

e With the idea of “learning-to-learn”, the proposed
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scene-adaptive crowd counting method can deal with
different complex scenes.

e To estimate the density map of the crowd and count the
number of people, the DMNet is proposed. The
network is designed as the backbone in the scene-
adaptive crowd counting method.

e Considering the influence of the illumination in
complex scenes, the Element-wise Fusion module is
proposed. This module can express the illumination
information better, which is helpful to estimate the
density map with higher accuracy.

2 Related work

There are many approaches are proposed to solve the crowd
counting problem. These methods are mainly based on deep
learning and get good performances. With the help of meta-
learning, the models are further trained only using few images.

2.1 Crowd counting based on deep learning

The problems of apparent perspective distortion, dense crowd,
and illumination variations affect the accuracy of the crowd
counting results. Several works [9—11] have contributed to
this problem. Some works tried to solve this problem in low-
lighting conditions. Liu et al. [12] found the illumination
variations further restrict the performance improvement of the
counting method. Wu et al. [13] proposed an adaptive scenario
discovery framework for counting crowds with varying
densities, which is also helpful for non-uniform illumination
aspect. Hu et al. [14] combined audio information and visual
information to increase the accuracy of the counting task when
facing extreme conditions, such as low illumination and
occlusion. Some works proposed new approaches to solve the
high density of the crowd. Such as Zhao et al. [15] trained an
end-to-end approach which combines multi-scale features
using multiple receptive field sizes and learns the feature-
aware information on each image. Zheng et al. [16], Liu et al.
[5], and Shen et al. [17] considered the relationship between
part and global of the crowded image. These methods count
the number of individuals and gathered them. Yang et al. [18]
and Zou et al. [19] used multi-scale convolution network to
estimate the density of the crowd. And some other methods,
such as [20-22], also tried to remove the interference of
background, locate every person in the crowd or use dedicated
network to predict the object mask. The above methods are
mainly proposed for general crowd counting framework. In
real world, the crowd scenes are abundant and the training
data are not available. So, the scene-adaptive crowd method
with few training data is needed.

2.2 Meta-learning

With the development of deep learning [23—25], some new
technologies, such as meta-learning and few-shot learning are
also proposed. Different from machine learning, meta-learning
aims to make machines learn how to learn. Hence, meta-
learning is widely used. Ma et al. [26] proposed a novel
generative adversarial network CGAN. The meta-learning
structure is an auxiliary network to provide deconvolutional
weights for CGAN. Jung et al. [27] proposed a novel meta-

learning framework for real-time object tracking, which is
trained by updating its meta-parameters for initial parameters.
Elsken et al. [28] and Xu et al. [29] decreased the training cost
with only few images with few-shot learning based on meta-
learning, which got the good performances. Ye et al. [30]
proposed an adaptively approach for meta-learning, which
obtained high-quality model solutions efficiently. This work
incorporated task context into the determination of the model
initialization. Nichol et al. [31] considered meta-learning
problems and obtained an agent that performs well when
presented with a previously unseen task sampled from this
distribution. Except for the applications of the meta-learning,
some researchers also explored the fundamental research
about meta-learning. Wang et al. [32] designed a hybrid meta-
learning model which is able to handle flexible numbers of
classes and combines the merits of both optimization-based
methods. Lai et al. [33] proposed a novel meta-learning
method to learn how to learn task-adaptive classifier-predictor
to generate classifier weights for few-shot classification.
These methods can handle flexible numbers of classes and
resolve classification across tasks.

In conclusion, the crowd counting methods based on deep
learning mainly rely on big data training. The generalization
ability of these models usually is weak when facing complex
conditions. Such as the illumination variations in new scenes
is still problems. Meta-learning aims to train a pre-trained
model, which can update to a new task with a few training
data and is suitable for adaption problem. So, with the
development of the meta-learning, a scene-adaptive crowd
counting method is needed.

3 Overview of the proposed scene-adap-
tive crowd counting method

3.1 The framework of the proposed method

To enhance the generalization capability of crowd counting
model in real-world scene, this work proposes a scene-
adaptive crowd counting method based on meta-learning with
Dual-illumination Merging Network (DMNet). The whole
method is seen as Fig. 1, which is mainly based on the
mechanism of learning-to-learn and few-shot learning. The
proposed method based on meta-learning divides into two
parts, the meta training part and the meta testing part. The
meta training part is used to train a pre-trained model which is
further trained in meta testing part with a few labeled images.
To generate high quality density map and count the crowd in
low-lighting scene, the DMNet is proposed. It is designed as
backbone in scene-adaptive crowd counting method with dual
inputs.

This section mainly introduces the whole process of the
scene-adaptive crowd counting method, including meta
training process and meta testing process. The details of the
proposed DMNet are introduced in Section 4.

3.2 The training and testing processes of the proposed
method

Meta training process The meta training process for crowd
counting aims to learn a pre-trained model M, in some source
scenes and fine-turned in target scenes. When this method is
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Fig. 1 The scene-adaptive crowd counting method with meta-learning.

testing step aims to fine-turned the pre-trained model for new scenes

improved and designed, the structures of the MAML [8] have
been analyzed and researched. Given a dataset D, the dataset
is divides into training data D; and testing data D,. As Fig. |
shows, this work chooses different images in different scenes
and different level of illumination. The D; and the D, are
selected randomly. They are not from the same source. These
images are from DISCO dataset [14]. Compared with the same
illumination conditions in dataset [6,7,34], these images are
more challenging. Dy is used to train the pre-trained model. It
contains training data D, , and testing data Dy,,,. D; is used
to further fine-turn the pre-trained model. The D, also
contains training data D, . and testing data D5, . The model
generalization is tested on D,. The M, is trained on D; and it
transfers learned knowledge on D,. In training data, each
image x has a ground-truth density map y. The M, gets an
estimated density map for x.

Considering the expensive of the dataset, the pattern of few-
shot learning is adopted in this method. The training data D,
contains N tasks. The testing data D; contains M tasks. The
number of tasks in D; and D; are not the same. Each training
task is defined as D’i,(i € N). Each testing task is defined as
D;,(i € M). Each of training scene has several Q labeled
images. Reddy et al. [4] randomly sample a small number
K €{1,5} and k <« Q labeled images for each task. This work
also follows this setup. Few-shot learning means to train the
model with a few samples. It reflects the real-world scene of
having to learn the model from a few labeled images. Such
works also save the cost of labeling images.

In the meta training process, pre-trained model M, learns a
serious of parameters ¥y = {J,92,...,9,}. These parameters
which are learned by convolutional neural network reflect the
feature mapping of crowd. When learning to adapt to a new
real-world scene, these parameters are updated. From Fig. 1
shows, the training data Dy, . are sent into DMNet to estimate
the crowd density map. DMNet is a backbone, which will be
introduced in Section 4. After DMNet, the meta optimization
will optimize the loss function. The training parameters 9y is
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Meta

Weights
updating

The meta-training step aims to train a pre-trained model. The meta-

updated in each training task D', as Eq. (1) shows,

Oy =In—aVa, Ly (M,). (1)

This optimization happened in inner update. « is the step
size, which is fixed as a hyper-parameter. « is the meta step

SiZC.VﬂNLDzi (M,,) is the gradient of the loss function in

training task D’i. This work chooses the L2 loss function
loss() to finish the update. For image x, its ground ground-
truth density map is y. The estimated density map M, (y) and
ground truth are calculated as Eq. (2),

loss(Mp) =" M, O =il @

The parameters Jy are trained by optimizing for the
performance of M,,. The updated parameters are then sent into
next training step. In the training inner loop, the parameters of
the model will be updated until the network is convergent. It
represents that the pre-trained model M, has a good
generalization performance when facing the similar scenes.

Meta testing process After training inner loop, the pre-trained
model M, is fine-turned with DMNet in meta testing process.
In testing step, the new target task Dé also has a few K images
for training and other images are for testing. The proposed
method is a learning-to-learn algorithm. The testing data is
different form the training data, which contains different
scenes. It quickly adapts the M, to MJ*. It has a loss
function to train the MJ;*, as Eq. (3) shows.

test) _ test (N _ 12
loss(Mg*)= > Mooyl @)

The meta testing optimization across tasks is dealt with
Stochastic Gradient Descent (SGD). The updated parameters
perform well on test images. The optimization process is
defined as Eq. (4). B is the meta step size.

In = Oy ~BVay Ly (My). (4)
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After the meta training and meta testing processes, this
crowd counting method achieves the scene-adaptive crowd
counting. In addition, because the DMNet is able to handle the
low-lighting scenes, this method has better scene-adaptive
capacity, especially in complex illumination conditions.

4 The proposed Dual-illumination Mer-
ging Network (DMNet)

4.1 Overview of the DMNet

The DMNet is designed as backbone in proposed scene-
adaptive crowd counting method with meta-learning. The Fig. 2
shows the structure of the DMNet. This network is designed
as a dual inputs structure. The initial input image is dealt with
illumination-enhanced approach. The enhanced image and the
initial image are sent into the DMNet. DMNet mainly contains
two submodules, the Multi-scale Feature Extraction (MFE)
module and the Element-wise Fusion Module (EFM). The
MFE is used to extract the image feature on the multiple
scales, which helps to improve network accuracy. The EFM
fuses the low-lighting feature and illumination-enhanced
feature, which is beneficial to extract the illumination feature
in low-lighting environments. The two modules can also be
applied to classification or object detection approaches, which
can improve the detection accuracy and handle multi-scale
problems.

4.2 The process of dataset illumination enhanced

The low-lighting images always cannot be proceeded by
image processing methods. Such as the initial image in Fig. 2,
the crowd is hidden in the darkness. These parts cannot be
detected by neural network. To solve this problem, this work
uses the illumination enhanced approach to recover the
illumination information in darkness. The Fig. 3 shows this
process.

The initial image is firstly decomposed in RGB space. Then,
the image is transformed from RGB to YUV with Eq. (5). The
value of Y represents the illumination grad of the image. If the
value of Y is lower than o € (10,90), it means that this image
is taken in low-lighting scene.

Y =0.30R+0.59G +0.11B. &)

The other images are remaining unchanged and two same
images are sent into next step. This image will be enhanced
with DUAL [35]. The DUAL is an automatic exposure

Enhanced image

correction method to enhance the image’s illumination. It can
firstly generate two intermediate exposure correction results,
i.e., the underexposed regions and the overexposed regions,
for the input image. Then, a multi-exposure image fusion
technique is employed to adaptively blend the visually best
exposed parts in the two intermediate exposure correction
images and the input image into a global image [35]. To
choose the best model, this work also tested with other three
methods [36,37,38]. Figure 4 shows the tested results.

Because the results mainly rely on visual comparison [35],
from Fig. 4, it is found that the DUAL has the best
illumination enhanced performance. The quality of the images
after processing by these methods is very different, which can
be found in Fig. 4. The methods KinD [36] and RetinexNet
[37] changed the style of the images, just like the cartoon
style. And some subtle features of image are lost after LIMI
[38]. So, this work chooses the DUAL to enhance the
illumination of the crowd dataset.

4.3 The proposed MFE
After the illumination enhanced process, the initial image and
the illumination enhanced image are sent into the frontend
network. The frontend network mainly contains convolutional
layers (Conv.) and ReLU layers (ReLu.). The dimension of the
input image is (1,wy,h1,N). The dimension of the output
feature is (n,wy,hp, M). The processing can be represented as
ReLu(Conv(1,wy,h1,N)). It is consisted of convolutional
layers and ReLU layers. The images which are not changed
with illumination enhanced step are also sent their copies into
frontend network. After the frontend network, the initial
image’s feature f; and enhanced image’s feature f, are got.
Then, the f; is dealt with the proposed MFE. Figure 5 shows
the structure of the MFE.

This module extracts the image feature f; from the multi-
scale channels. The MFE outputs the feature f;,,.,. The whole
process is presented as Eq. (6).

Jire = Y U T Fra (k€ 23,5, (6)

The f; is put into three different convolutional layers Fy.
with different kernel sizes. Because the illumination enhanced
methods maybe fail to handle some conditions, the enhanced
process will also break the initial image feature. To keep the
initial image feature, the MFE is dealt with f;, instead of f,.

I
MFE :
module p |

I

Fig. 2 The structure of the proposed DMNet
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Initial image Enhanced image

Fig.3 The process of image illumination enhanced

Such structure is also used in some previous works, e.g.,
[9,10,15,18]. These convolutional layers have different
receptive fields, which can extract features and avoid leaving
out significant information. This work chooses three sizes
kernels, i.e., 22, 3%3, and 5%5. The F.2 (fi), F3.3(f), and
Fs45 (f;) represent the convolutional results. The three features
are sent into 3 %3 convolutional operations ¥3.3() to further
extract the image feature. This operation can help the network
to express the high-level features. Because convolutional
function reduces the feature channel, to recover the feature
size, this work adds the up-sampling operation U () behind the
convolutional layers. The three channels’ feature are added to

get the output f;,, .,

4.4 The proposed EFM

The initial image after frontend is dealt with MFE to get the
feature f;,,,.. Then, f;,,r and the enhanced image feature f,
are sent into EFM. EFM module fuses the illumination feature
and the initial image feature. Due to lacking illumination
information in initial image, this work tries to extract missing
feature with EFM. The initial image lacks of illumination
information and the illumination enhanced image maybe break
the initial image feature. Due to the small size of the people in
crowd, the subtle feature of people would be lost in
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illumination enhanced process. So, the EFM aims to fuse the
initial image feature and the illumination enhanced image’s
feature. The structure of EFM is shown in Fig. 6.

The EFM has two inputs, i.e., f;,,; and f.. The two features
are dealt by two convolutional layers with dilation rate 2. The
dilated convolution can enlarge the receptive field, meanwhile
avoiding the loss of information in pooling operation. Each
output of the dilate convolution contains a wide range of
information. Then, the Batch Normalizing (BN) is used to
accelerate the training speed and prevent the gradient from
disappearing of f;,,... To get the fusion feature f;,, ., +c, this
work defines the fusion process as Eq. (7).

ﬁMFE‘*'e = ReLU(fiMFE - ((ﬁMFE Qfe) @fg )) . (7)
® represents the Hadamard product. The corresponding
elements do multiply operation in f;,,,, and f.. Then, the
(fiyre © fe) adds the f, to fuse the illumination feature. To
improve the convergence speed of the network and reduce the
parameters, the f;, .. — ((fip © fo) ® fe) represents the feature
after fusion step. The final output f;,, ..+, is got by ReLU. The
new f;, .+ and the f, are sent into next EFMs. The operation
in Eq. (7) fuses the initial image and the illumination enhanced
image through the element-wise operations. Some other
methods tried such network structure to improve the accuracy
of the model, such as [10]. And the experimental results also
show that the influence of the EFM module.

In DMNet, this work uses several EFMs to fuse the
illumination feature. Some experiments are tested with
different number of EFMs. In the final EFM, the f;,, z1e is
dealt with backend network to generate the estimated density
map. The backend network is an up-sampling network which

Fig. 4 The illumination enhanced results with different approaches. The first row is the initial images. The second row is the results with KinD
[36]. The third row is the results with RetinexNet [37]. The fourth row is the results with LIMI [38]. The fifth row is the results with DUAL [35]
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Fig.5 The structure of the proposed the Multi-scale Feature Extraction
module

N

(Dilation rate: 2)

Fig. 6 The structure of the proposed the Element-wise Fusion Module

also contains convolutional layers and ReLu layers. The
output feature maps of all convolutional layers are stacked and
they are mapped to a density map. And the number of the
crowd can be got by integrating the density map. To train the
DMNet, the L2 loss function is used.

5 Experiments

The scene-adaptive crowd counting by DMNet with meta-
learning is implemented under the Windows 10 and Pytorch
1.4.0 experimental environment. The hardware environments
are Inter Xeon E-2136 3.3 GHz and Quadro P5000.

5.1 Evaluation metrics

Two standard evaluation metrics to test the proposed method
is used, i.e., Mean Absolute Error (MAE) and the Root Mean
Squared Error (RMSE) [2,3]. The evaluation metrics are
defined as Egs. (8) and (9).

1,
MAE = N;b’i_)’il,

®)

RMSE = )

The N represents the total number of the test images, y; is
the ground-truth number of people inside the whole i image
and y; is the estimated number of people.

5.2 Comparison of the proposed method on benchmarks

In this section, this work illustrates the influence of the
illumination information for crowd counting. The efficiency of
the proposed scene-adaptive crowd counting method is also
proved.

The influence of the illumination information The initial
image and the illumination enhanced image are sent into
frontend network to get the features. The frontend network
consists convolutional layers and ReLU layers. This work

does the visualization operation of the feature in frontend
network, as Fig. 7 shows.

The first column is the initial image, the second column is
the illumination enhanced image, and the third column is the
illumination enhanced image with gray operation. The red part
in second row is the activate crowd feature. The bule part in
second row means the negative crowd feature. The blue part
would not be detected with DMNet. It is found that the crowd
in darkness is not activated. When enhancing the illumination
of the image, the crowd in darkness is detected and activated.
To prove the efficiency of the illumination information, the
illumination enhanced image is also be grayed as the third
image in first row. Note that the grayed image is not used for
training and just used to prove the efficiency of the
illumination enhanced image. It is found that the crowd in
darkness can also be detected. It illustrates the significant
influence of the illumination information. So, this work adopts
the DUAL to recover such illumination information and
proposes illumination feature fusion module to express the
image feature better.

The performances of the proposed method To test the
performance of the proposed scene-adaptive crowd counting
by DMNet with meta-learning, this work tests four bench-
marks, i.e., WorldExpo’s10 [6], DISCO [14], UCSD [34], and
Mall [7] datasets, as Fig.8 shows.

The WorldExpo’s10 contains of 3,980 labeled images from
1,132 video sequences based on 108 different scenes. Follo-
wing the setup of the “Meta+CSRNet” [4], this work uses 103
scenes for meta training and the remaining five scenes for
meta testing. The DISCO contains 1,935 images and 170,270
annotated instances from 65 different scenes. As the black
dotted box in Fig. 8 shows, each scene has many images with
different illumination. It makes this dataset is more challen-
ging. This work considers 60 scenes for meta training and the
remaining five scenes for meta testing. UCSD and Mall
datasets both only contain one scene. The Mall includes 2,000
images from the same camera in a mall. The UCSD consists
2000 images from the same camera to capture a pedestrian
scene. This work uses K € {1,5} images to train the model on
these benchmarks. It is assumed that the number of labeled
training data is small, which aims to finish this task with a few
data. The number one and five are typical values, which is also
used in other works, such as “Meta+CSRNet”.

Fig. 7 The visualization results of the feature in frontend network. The first
column is the result of image in darkness. The second column is the result of
illumination enhanced image. The third column is the result of illumination
enhanced image with gray operation
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Fig. 8 Some examples of four different datasets. The images in black dotted box are from DISCO. The images in red dotted box are
fromWorldExpo’10. The images in orange dotted box are from UCSD. The images in blue dotted box are from Mall

To prove the efficiency of the proposed method, two main
methods are compared. “Meta+CSRNet” also proposed a
scene-adaptive method for crowd counting. “Meta+CSRNet”
used CSRNet [39] as backbone to train the model. In addition,
this work replaces the CSRNet with CANNet [40] in
“Meta+CSRNet” for comparing. The “Meta+CSRNet” is
defined as “Metat+tCSRNet”. “Meta+CSRNet” with CANNet
is defined as “MetatCANNet”. Our work is defined as
“Meta+DMNet”. The pre-trained model of Meta+CANNet is
defined as “CANNet Pre-”, which means it does not fine-
turned in meta-testing process. The pre-trained model of
“Meta+DMNet” is defined as “DMNet Pre-”. These methods
are tested with 1-shot and 5-shot. 1-shot means only one
image of each task for training. 5-shot means five images of
each task for training.

Table 1 shows the performances of these methods with 1-
&S5- shots in five scenes on WorldExpo’s10. From the Table 1,
it is found that the proposed scene-adaptive crowd counting
method gets better performances than others. On average, the
proposed method gets 19.88 with MAE and 26.49 with RMSE
in 5-shot settings. “Meta+CSRNet” gets 23.94 with MAE and
32.01 with RMSE. In addition, it is found that model with 1-
shot is sometimes better than model with 5-shot, such as the
“Meta+CANNet” in scene 2. The “MetatCANNet” model
gets 18.69 with 5-shot and gets 17.60 with 1-shot in scene 2.
Such results are also tested in the paper of “Meta+CSRNet”. It
is inferred that more data makes the parameters learned by the
model ineffective in some scenes. But as a whole, more
training data tends to lead to better results [41,42].

Table 2 shows the performances of these methods with 1-
&S5- shots in five scenes on DISCO. DISCO has more scenes
and the images are more challenging. On average, the
proposed method gets 50.80 with MAE and gets 72.99 with
RMSE. The “Meta+CANNet” gets 58.05 with MAE and 77.80

with RMSE. The accuracy of the proposed method is 7.25
with MAE higher than that of “MetatCANNet” method.
“Meta+CSRNet” gets 74.02 with MAE and 97.01 with RMSE.
The accuracy of the proposed method is 23.22 with MAE
higher than that of the method in “Meta+CSRNet”.

Table 3 shows the performances of these methods with 1-
&S5- shots in five scenes on UCSD dataset. Table 4 shows the
performances of these models with 1-&5- shots in five scenes
on Mall dataset. The UCSD and the Mall both contain single
scenes. The proposed method gets 4.01 with MAE and gets
5.17 with RMSE in UCSD. The 3.05 with MAE and 4.13 with
RMSE are got in Mall dataset. It is also found that the
“Meta+CSRNet” and the “Meta+CSRNet” also get high accur-
acy on UCSD and Mall dataset.

Note that Tables 1-4 mainly tested on different dataset, i.e.,
WorldExpo’s10, DISCO, UCSD, and Mall. The scenes in
these datasets are very different. So, it is reasonable for one
method performs different in these datasets and this work does
not compare the performance cross these tables. And
compared to other approaches, the method which this paper
proposed, can get satisfactory results.

To prove the generalization capability of the proposed
model, this work also tested the images of scene 1-5 in Table 1
with three traditional crowd counting models, MSR-FAN [15],
CSRNet [39] and the CANNet [40]. The generalization
capability represents that the trained model can get good
performance on new scenes [43]. The MSR-FAN, CSRNet,
and CANNet are three general crowd counting method, which
have been verified that have good performances. Table 5
shows the comparison results. It is found that the proposed
method can get best performance on average. The
“Meta+DMNet” gets 19.88 with MAE and gets 26.49 with
RMSE. It can prove the proposed method has a good
generalization capability.
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Table 1 The performances of different models with 1-&5- shots in five
scenes on WorldExpo’s10

Table 2 The performances of different models with 1-&5- shots in five
scenes on DISCO

1-shot (K=1) 5-shot (K=5) 1-shot (K=1) 5-shot (K=5)

Target Methods MAE RMSE  MAE RMSE e Methods MAE RMSE  MAE  RMSE
Meta+CSRNet 19.57 26.17 21.79 28.35 Meta +CSRNet 153.65 210.45 149.91 200.15
CANNet Pre- 20.72 21.96 21.49 24.27 CANNet Pre- 132.46 160.22 129.71 156.56
Scene 1 Meta +CANNet 18.69 22.20 18.83 22.34 Scene 1 Meta +CANNet 126.40 161.32 127.58 160.68
DMNet Pre- 18.96 22.64 20.66 23.89 DMNet Pre- 125.02 154.78 121.92 150.59
Ours 18.45 21.56 18.14 21.19 Ours 106.30 143.61 104.40 141.75
Meta +CSRNet 20.39 31.86 20.77 32.44 Meta +CSRNet 66.39 103.46 64.08 100.70

CANNet Pre- 20.67 23.17 23.06 25.09 CANNet Pre- 83.56 109.78 86.17 114.83

Scene 2 Meta +CANNet 17.60 28.54 18.69 22.20 Scene 2 Meta +CANNet 45.36 96.19 42.53 89.44
DMNet Pre- 22.55 27.23 18.57 29.77 DMNet Pre- 57.64 70.29 54.26 71.30

Ours 16.65 27.61 16.66 27.48 Ours 40.14 86.72 42.50 89.16

Meta +CSRNet 16.82 27.11 20.94 31.51 Meta +CSRNet 53.64 64.29 50.54 61.30

CANNet Pre- 26.66 32.51 18.39 28.83 CANNet Pre- 65.72 74.20 67.51 74.36

Scene 3 Meta +CANNet 16.04 25.52 16.13 24.75 Scene 3 Meta +CANNet 63.18 70.45 61.58 69.25
DMNet Pre- 24.28 28.70 19.21 29.09 DMNet Pre- 58.37 67.60 60.55 70.12

Ours 16.47 25.29 16.09 24.69 Ours 54.15 67.00 59.49 68.31

Meta +CSRNet 22.63 27.33 21.35 25.53 Meta +CSRNet 34.64 43.89 33.31 42.11

CANNet Pre- 22.61 24.01 22.83 26.88 CANNet Pre- 35.03 41.78 35.56 42.86

Scene 4 Meta +CANNet 21.52 27.41 21.34 27.00 Scene 4 Meta +CANNet 31.25 39.32 30.86 38.56
DMNet Pre- 22.69 23.98 23.27 25.75 DMNet Pre- 28.33 33.14 29.57 34.97

Ours 21.30 23.76 21.18 25.30 Ours 27.01 36.78 26.02 32.56

Meta +CSRNet 27.49 33.82 34.86 42.22 Meta +CSRNet 78.11 86.34 72.26 80.77

CANNet Pre- 29.35 34.88 28.94 34.72 CANNet Pre- 40.90 51.37 38.88 48.31

Scene 5 Meta +CANNet 28.36 34.80 28.36 34.79 Scene 5 Meta +CANNet 24.19 29.06 27.72 31.05
DMNet Pre- 30.49 36.12 29.63 35.95 DMNet Pre- 33.71 42.50 32.24 41.76

Ours 27.10 33.45 27.35 33.80 Ours 20.15 32.99 21.58 33.17

Meta +CSRNet 21.38 29.26 23.94 32.01 Meta +CSRNet 77.29 101.69 74.02 97.01

CANNet Pre- 24.00 27.30 22.94 27.96 CANNet Pre- 71.53 87.47 71.57 87.38

Average Meta +CANNet 20.44 27.69 20.64 26.21 Average Meta +CANNet 58.08 79.27 58.05 77.80
DMNet Pre- 23.79 27.73 22.27 28.89 DMNet Pre- 60.61 73.66 59.71 73.75

Ours 19.99 26.33 19.88 26.49 Ours 49.55 73.42 50.80 72.99

5.3 Ablation studies

To prove the performance of the proposed method, this part
analyzes the efficient of the MFE module and how many EFM
modules is best. The proposed method without MFE module is
denoted as “Meta-DMNet-no-MFE”. The Table 6 shows the
performance between the “Meta-DMNet-no-MFE” and “Meta-
DMNet” on UCSD dataset. The proposed method without
MFE module gets 9.43 with MAE and gets 11.75 with RMSE.
The proposed method gets 4.01 with MAE and gets 5.17 with
RMSE, which is better than “Meta-DMNet-no-MFE”.

In addition, this work also explores how many EFMs
performs best on UCSD dataset. The models with number of
{2,3,4,5,6} are defined as “Meta-DMNet-2”, “Meta-DMNet-
37, “Meta-DMNet-4”, “Meta-DMNet-5”, and “Meta-DMNet-
6”. Table 7 shows the experimental results. From the Table 7,
it is found that the “Meta-DMNet-4” gets the best performan-
ce. So, the number of EFM module in this work is set as four.
The “Meta-DMNet-4” gets the 4.01 with MAE and 5.17 with
RMSE, which outperforms other models. It is assumed that
the performances of the proposed method with different EFMs
fit the Gaussian distribution. Too many EFM modules will
lead to the loss of the useful feature, which will decrease the
accuracy of the proposed method.

6 Conclusion
This study proposes a scene-adaptive crowd counting method

Table 3 The performances of different models with 1-&5- shots on UCSD

1-shot (K=1) 5-shot (K=5)
Methods
MAE RMSE MAE RMSE

Meta +CSRNet 5.63 6.92 5.25 6.63
CANNet Pre- 4.59 5.48 421 5.37
Meta +CANNet 4.26 5.42 3.95 4.92
DMNet Pre- 4.31 5.14 4.26 5.26
Ours 4.18 4.92 4.01 5.17

Table 4 The performances of different models with 1-&5- shots on Mall

Methods 1-shot (K=1) S-shot (K=5)
MAE RMSE MAE RMSE
Meta +CSRNet 4.69 5.56 4.52 5.36
CANNet Pre- 3.62 4.1 3.36 4.20
Meta +CANNet 3.23 4.45 3.17 4.39
DMNet Pre- 3.50 4.67 3.11 4.02
Ours 3.19 4.49 3.05 4.13

based on meta-learning with Dual-illumination Merging
Network (DMNet) to adapt different real-world scenes which
only contain a few labeled images. The proposed method is
mainly based on meta-learning, which can lead to fast learning
on a new real-world scene. To generate high quality density
map and count the crowd in low-lighting scene, the DMNet is
proposed, which contains two submodules, Multi-scale
Feature Extraction module and Element-wise Fusion Module.
The Multi-scale Feature Extraction module is used to extract
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Table 5 The performances of different crowd counting models on scene
1-5 in Table 1

Methods  Evaluation CSRNet [39] CANNet[40] MSR-FAN Ours
Scene 1 MAE 24.62 19.44 14.38 18.14
RMSE 29.21 22.59 17.25 21.19
Scene 2 MAE 25.14 19.91 15.28 16.65
RMSE 29.63 30.69 26.86 27.61
Scene 3 MAE 28.70 22.07 22.19 16.09
RMSE 39.21 31.49 33.27 24.69
Scene 4 MAE 20.72 10.72 13.19 21.18
RMSE 26.45 13.89 17.55 25.30
Scene 5 MAE 46.89 39.38 37.38 27.10
RMSE 50.10 46.52 46.44 33.45
Average MAE 29.21 22.30 20.48 19.88
RMSE 34.92 29.04 28.27 26.49

Table 6 The influence of MFE module in the proposed method on UCSD
dataset

Methods 1-shot (K=1) 5-shot (K=1)
MAE RMSE MAE RMSE

Meta-DMNet-no-MFE 10.76 13.49 9.43 11.75

Meta-DMNet 4.18 4.92 4.01 5.17

Table 7 The experimental results of the proposed method with different
EFMs

1-shot (K=1) 5-shot (K=1)

Methods

MAE RMSE MAE RMSE
Meta-DMNet-2 8.36 10.48 9.42 11.25
Meta-DMNet-3 6.46 7.52 6.02 7.61
Meta-DMNet-4 4.18 4.92 4.01 5.17
Meta-DMNet-5 4.63 5.28 4.50 5.29
Meta-DMNet-6 4.50 5.11 4.96 5.33

the image feature by multi-scale convolutions, which helps to
improve network accuracy. The Element-wise Fusion module
fuses the low-lighting feature and illumination-enhanced
feature, which supplements the missing illumination in low-
lighting environments. Experimental results on benchmarks,
WorldExpo’10, DISCO, USCD, and Mall, show that the
proposed method outperforms the existing state-of-the-art
methods in accuracy and can get satisfied results.

In the future, the more advanced meta-learning method will
be applied to crowd counting. The unsupervised methods will
be considered.
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