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Abstract    Multivariate  dynamic  networks  indicate  networks
whose  topology  structure  and  vertex  attributes  are  evolving
along  time.  They  are  common  in  multimedia  applications.
Anomaly  detection  is  one  of  the  essential  tasks  in  analyzing
these networks though it is not well addressed. In this paper, we
combine  a  rare  category  detection  method  and  visualization
techniques  to  help  users  to  identify  and  analyze  anomalies  in
multivariate  dynamic  networks.  We  conclude  features  of  rare
categories and two types of anomalies of rare categories. Then
we  present  a  novel  rare  category  detection  method,  called
DIRAD, to detect rare category candidates with anomalies. We
develop  a  prototype  system  called  iNet,  which  integrates  two
major  visualization  components,  including  a  glyph-based  rare
category identifier, which helps users to identify rare categories
among detected substructures, a major view, which assists users
to  analyze  and  interpret  the  anomalies  of  rare  categories  in
network  topology and vertex  attributes.  Evaluations,  including
an algorithm performance evaluation,  a  case  study,  and a  user
study,  are  conducted  to  test  the  effectiveness  of  proposed
methods.

Keywords    multivariate  dynamic  networks,  rare  categories,
anomaly detection, visual analysis
 

1    Introduction
Multivariate  dynamic  networks  refer  to  the  time-evolving
graphs with multiple attributes on each vertex [1]. Data in this
type  commonly  exist  in  many  real-world  applications.
Examples include the dynamic digital communication network
and the network of multimedia among various computers. The
innate  capability  of  capturing  complex  relationships  makes
dynamic  network  analysis  and  visualization  a  hot  research
topic in the past decades [2]. However, existing techniques are
mainly focused on showing the evolution trend of the dynamic
network.  Little  research  pays  attention  to  the  anomalous

change  of  substructure,  i.e.,  irregular  transitions  inside  a
dynamic network. These changes could be anomalous interac-
tions  among  people  inside  a  social  network  or  a  potential
money  laundry  transaction  among  different  accounts.  There-
fore,  a  technique  for  detecting  and  interpreting  anomalous
changes of substructures inside a dynamic network is desired.

The above problem lies in the domain of anomaly detection,
which  has  been  extensively  studied  during  the  past  decades
[3].  Especially,  a  recent  survey  [4]  suggests  that  more  and
more attentions have been put on detecting anomalies inside a
dynamic  network.  However,  most  techniques  focused  mainly
on  individual  anomalies,  i.e.,  how  a  vertex  or  an  edge  is
suddenly  changed  or  emerged,  instead  of  capturing  the
changing  of  substructures.  To  combat  this  issue,  Zhou  et  al.
[5]  introduced  an  algorithm,  namely  BIRD,  for  detecting  the
rare  categories  inside  a  time-varying  network  with  a  fixed
number  of  vertices.  It  is  an  active  learning  algorithm,  which
finds a representative vertex in a potential  minority class and
requires  an  oracle  to  make  a  justification  on  the  vertex.  The
correctness  of  this  process  highly  relies  on  the  oracle's
understanding  of  the  analysis  results,  where  visual  analytic
techniques can be helpful.

However,  designing a visual analysis system to support the
detection and interpretation of substructures in a network that
change  anomalously  over  time  is  challenge  [6].  First,  design
an algorithm to find the substructures that change anomalously
based on both vertex attributes and graph topology is compli-
cated. Second, illustrating the change of dynamic multivariate
graph  requires  an  integrated  visualization  for  showing  the
change of both vertex attributes and the underlying topology,
which is difficult.

In this  paper,  we introduced a visual  analysis  system, iNet,
to  address  the  above  challenges  for  detecting  irregular
transitions  in  a  multivariate  dynamic  network.  In  particular,
we  developed  a  novel  rare  category  detection  algorithm  that
detects  anomalous  substructures  based  on  both  topological
information and vertex attributes. A novel visualization is also
designed  based  on  the  matrix  for  illustrating  the  change  of  a
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dynamic  multivariate  graph  as  well  as  the  rare  categories
detected from the algorithm to facilitate interpretation. To the
best  of  our knowledge,  this  is  the first  visual  analysis  system
designed  for  detecting  anomalous  changing  patterns  in  a
multivariate dynamic network. In particular, this paper has the
following contributions:

● System　 We  introduce  the  first,  to  the  best  of  our
knowledge,  a  visual  analysis  system  for  detecting  and
interpreting the anomalous change of substructures in a
multivariate  dynamic  network.  The  system  supports
both  substructure  identification  as  well  as  analysis
results interpretation.

● Algorithm　 We  introduce  a  novel  rare  category
detection  algorithm,  DIRAD,  for  detecting  minority
classes  (i.e.,  the  potential  irregular  transition  of  sub-
structures)  inside  a  multivariate  dynamic  graph.  The
algorithm  handles  a  fully  dynamic  network  (i.e.,  both
the  numbers  of  vertices  and  edges  vary  from  time  to
time)  and  takes  both  the  change  of  the  network  topo-
logy and the vertex attributes into consideration.

● Visualization　 We  propose  multiple  visualization
views  embedded  into  a  matrix-flow  based  dynamic
network  visualization  design  to  facilitate  the  interpre-
tation  and  comparison  of  the  change  of  the  network
from different perspectives. 

2    Related work
In  this  section,  we  review  the  most  relevant  techniques  in
aspects of both algorithms and visualization. 

2.1    Rare category detection
Rare  category  detection  refers  to  a  series  of  active  learning
methods that  detect  samples  of  minority  classes  and let  users
label these samples in un-labeled data. The first attempt in this
area  is  from  Pelleg  and  Moore.  [7],  who  designed  a  mixture
model-based algorithm to detect examples of rare categories in
datasets.  A  series  of  methods  are  then  presented  based  on
different prior information, compactness assumption, and rare
category schema [8].  Some RCD methods require some prior
information about the dataset, such as proportion of each rare
category, to detect minority classes [7,9−13]. For datasets with
no  prior  information,  researchers  also  developed  a  series
methods  [8,14].  Some  RCD  methods  assume  that  rare
categories  distribute  smoothly  and  compactly  in  the  major
categories  [15],  while  other  RCD  methods  require  rare
categories isolate from the major category [14]. Based on the
rare  category  schema,  RCD  methods  can  be  classified  into
three  categories:  model-based  methods,  which  find  rare
categories that do not fit in statistical models [7,16], neighbor-
based methods, which find rare categories with abnormal local
density  changes  [14,17],  and  hierarchical-based  methods,
which find rare  categories  with  clustering results  [18].  Based
on  previous  work,  Pan  et  al.  [19]  proposed  a  visual  analysis
system  called  RCAnalyzer  to  detect  rare  changes  of  sub-
structures in a dynamic network.

In this paper, we propose a method to detect rare categories
in multivariate dynamic networks, which models various fine-
grained  dynamics  of  networks,  e.g.,  vertices/edges  are

added/removed  and  incorporates  both  the  network  topology
and multivariate attributes of vertices to find the vertices that
are possibly belonging to target minority classes. 

2.2    Visualization of anomaly
Statistical  diagrams  are  most  simple  method  to  display  the
outliers  [20,21].  However,  they  do  not  work  well  on  more
complex  datasets.  For  high  dimensional  data,  principal
component  analysis  and multidimensional  scaling are used to
reduce  the  dimension  of  data  and  anomalies  can  be  found  in
Low-dimensional  space  [22].  Some  visualization  techniques
can  directly  visualize  the  high  dimensional  data,  such  as
parallel  coordinate  plots  [23]  and  DICON  [24].  Abnormal
distributions can be directly observed through these methods.
For  anomaly  in  time  series  data[25],  ViDx  [26]  extends
Marey’s  graph to show outliers  in  manufacturing procedures.
Machine  learning  methods,  such  as  neural  networks  and
visualizations,  are  combined  to  detect  intrusions  in  network
traffic  data [27,28].  In social  media data,  a  series of  methods
are presented to detect anomalies with the help of visualization
techniques  [29−31].  Fluxflow  [30]  detects  the  diffusion  of
anomalous  information  in  social  media,  and  TargetVue  [31]
utilizes glyph-based designs to show the anomalous behaviors
in  online  communication  systems  based  on  an  unsupervised
learning model.

In  this  paper,  we  focus  on  detecting  anomalies  in
multivariate  dynamic  networks  with  rare  category  detection
methods,  which  is  not  studied  in  previous  literature.  More-
over,  we developed a series of visualizations and interactions
to  help  users  to  not  only  identify  rare  categories  in  data  but
also analyze and interpret the anomalies of these substructures. 

2.3    Visualization of dynamic networks
Visualization of dynamic networks is well-studied in the past
years  as  this  data  form is  becoming more and more common
these  years.  An  excellent  survey  by  Beck  et  al.  [2]  has
reported  the  state  of  art  of  dynamic  network  visualizations.
Beck  et  al.  classify  the  visualization  techniques  of  dynamic
networks  into  animated  diagrams  [32−34]  and  timeline  of  a
series of static charts, such as node-link diagram or adjacency
matrix.  Among  these  various  dynamic  network  visualization
techniques, timeline with matrix-based and flow-based represen-
tation methods are most relevant to our work.

Matrix-based  techniques  can  be  classified  into  two
categories. The first category embeds timeline into each cell of
the matrix. Visualization techniques used in the cell vary from
each  other,  depending  on  the  analysis  tasks.  Gstaltlines  [35],
fingerprint  glyphs  [36],  and  horizon  graph  [37]  are  used  to
show the  evolving  of  dyadic  relations  in  a  matrix.  The  time-
evolving patterns of dyadic relations are clearly shown inside
each cell. However, this category of methods often does not fit
well to large data sets. The second category lays a sequence of
adjacency matrices in a certain order [38−41], such as Matrix
Cube  [39],  which  stacks  the  matrices  together  and  visualizes
them  in  a  three-dimensional  space,  and  MatrixWave  [40],
which lays a series of matrices in a zig-zag shape to visualize
the transition patterns among vertices. More recently, van den
Elzen  et  al.  [42]  reduce  the  matrices  into  points  and  lay  the
point by production methods.
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Flow-based techniques use flow metaphors to represent the
evolving  of  communities  in  networks  [43−45].  Sankey
diagram and Themeriver are the most common methods used.
For example, Vehlow et al. [43] use sankey diagrams to show
the  changes  in  community  structures.  Flow-based  techniques
aggregate networks by group information, and thus often lack
details  of  the  local  areas  of  the  network.  To  reduce  visual
clutter  in  Massive  Sequence  View(MSV),  Ying  el  al.  [46]
proposes  an  edge  sampling  method,  using  the  edge  overlap-
ping degree (EOD) concept while preserving the time-varying
features of network communication.

In this paper, we first use a glyph based design to help users
to identify rare categories among the substructures detected by
the RCD algorithm. Then, we design a time-line based visuali-
zation,  which  integrates  matrix  representation,  node-link  dia-
gram, bar charts, and sankey diagram to help users to analyze
and interpret the anomalies of identified anomalies. 

3    System overview
iNet  system  aims  to  support  users  analyzing  irregular
transitions in multivariate dynamic networks. We collaborated
with  two domain experts  in  rare  category detection for  about
ten  months.  Weekly  meetings  with  experts  were  held  to
discuss  requirements,  problems,  and  possible  solutions.  The
requirements are summarized as follows:

R1　Finding substructures instead of individual outliers
that change anomalously over time　The system should be
able  to  find  the  anomalous  connections  instead  of  single
isolated  points  to  reveal  more  relational  insights  of  the
network.

R2　Supporting the analysis of a fully dynamic network
　The system should be able to capture the irregular changing
patterns of network scales (i.e., number of vertices), topology,
and the vertex attributes at the same time.

R3　 Identification  and  interpretation  in  context　 The
system should be able to put the analysis results in context to
support interpretation and comparison.

With  the  above  requirements  in  mind,  we  designed  the
architecture  of  iNet  system,  as  shown  in Fig. 1.  The  system
consists  of  four  modules:  1)  the  data  storage  module;  2)  the
analysis  module;  3)  the  data  post-processing  module;  4)  the
visualization module. The data storage module transforms raw
data  to  multivariate  dynamic  network  data,  stores  processed
data  with  Neo4j,  and  extracts  topology  features  of  vertices.
The analysis  module integrates a new rare category detection

algorithm,  namely  DIRAD,  which  for  detecting  irregular
transition  patterns  in  a  fully  dynamic  network  (R1).  In  this
module,  DIRAD  first  detects  representative  vertices  in
categories  possibly  with  irregular  transition  based  on  the
topology  and  vertex  attributes  (R2),  then  a  local  clustering
algorithm  is  performed  to  find  the  border  of  rare  categories.
The  post-processing  module  first  calculates  the  layout  of  the
rare category based on the feature in the storage module, and
then extracts and calculates contextual information of detected
categories,  including  features  of  a  rare  category,  vertex
attributes  in  the  rare  category,  the  topology  of  the  rare
category,  and  similarities  among  a  rare  category  and  other
sub-networks  (R3).  The  visualization  module  visualizes  rare
categories with a rare category identifier, a topology explorer,
and an attribute explorer (R2). A series of user interactions are
provided in each view to help users make decisions (R3). 

4    Irregular transition detection
In  this  section,  we  introduce  the  algorithms  for  irregular
changing  detection  in  a  multivariate  dynamic  network.  In
particular,  we  introduced  a  novel  rare  category  detection
technique  based  on  the  state-of-the-art  algorithm  introduced
by Zhou et al. [10], which simultaneously takes the changes of
network scale, topology, and attributes into consideration. The
algorithm  provides  a  representative  sample  vertex  for  each
detected  rare  category,  based  on  which  the  boundary  of  the
category is further determined via the checking of the change
of the local density and the compactness of the structure. 

4.1    Notation

M(i, j) ith jth
M M(i, :) ith M

In  this  paper,  we  use  lowercase  letters  to  denote  scalars,
boldface  lowercase  letters  to  denote  vectors,  and  boldface
uppercase  letters  to  denote  matrices.  Also,  we  represent
element-wise entries of a matrix using a convention similar to
the  Matlab,  e.g.,  is  the  element  at  the  row and 
column of the matrix , and  is the  row of , etc.

{G(1),G(2), . . . ,G(T )} t G(t)

n(t) m
yi ∈ {1, . . . ,m}

M(t) G(t)

G(t)

X = [x1, x2, . . . , xn(t) ]T

p(t)
1

Suppose  we  are  given  a  series  of  time-evolving  graphs
.  At  each  time  stamp ,  the  graph 

contains  vertices, which come from  distinct classes, i.e.,
. We use the notion aggregated adjacency matrix,

denoted by , for the adjacency matrix of . Furthermore,
the set of vertices in  is described by multivariate features

.  Without  loss  of  generality,  we  assume
that most of the vertices belong to the majority class with prior

, and the remaining classes are minority classes with prior

 

 
Fig. 1    System pipeline
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p(t)
c ,c = 2, . . . ,m. In our studied problem, we aim to identify at

least one example from each minority class (rare category), by
repeatedly selecting examples to be labeled by an oracle. 

4.2    Preliminaries
Now,  we  introduce  the  basics  of  BIRD  algorithm  [10],  an
active  rare  category  detection  method  designed  for  time-
evolving graphs.  A key challenge  associated  with  identifying
rare  categories  in  dynamic  networks  is  the  expensive
computational cost. To address this issue, the BIRD algorithm
incrementally  updates  the  RCD  models  by  incorporating  the
local  changes  (i.e.,  the  added/deleted  edges)  instead  of
reconstructing  it  from  scratch  on  the  updated  data  at  a  new
time  stamp.  In  general,  the  BIRD  algorithm  can  be  mainly
decomposed into the following steps:

A(t)

t
A(t−1) (t−1)

S1　Updating: Update  the  global  similarity  matrix  [47]
at  new  time  stamp  from  previous  global  similarity  matrix

 and updated edges at previous time stamp  by the
Sherman-Morrison formula:
 

A(t) = A(t−1)+α
A(t−1)uvT A(t−1)

I+ vT A(t−1)u
,

u v
α ∈ (0,1)

where  and  are  indicator  vectors  to  represent  the  updated
edges, and .

NN(t)

NN(t−1)

S2　Embedding: Compute  the  class-oriented  neighborhood
embedding  by  choosing  the  vertices  with  drastic
evolution in their neighborhood, and locally update the corres-
ponding  rows  in  the  neighborhood  embedding  at
previous time stamp.
S3　Query: Calculate the score for each example and deliver
the  unlabeled  examples  with  the  largest  score  to  oracle  until
the rare categories of the users' interest are identified.

However,  the  existing  dynamic  RCD  techniques  (e.g.,
BIRD) [10,15] have multiple limitations: (1) they assume that
the  number  of  vertices  is  fixed  over  time,  while  it  is  usually
the  case  that  the  vertices  may  appear,  vanish,  or  reappear  in
the real-world networks such as social networks, collaboration
networks,  and  online  transaction  networks;  (2)  they  cannot
incorporate  the  rich  attribute  information  in  multivariate
dynamic  networks,  which  may  be  crucial  for  oracle  to  judge
whether a given example belongs to certain rare categories or
not.  In  the  next  subsection,  we  show  the  details  of  our
proposed  dual-view  incremental  rare  category  detection
(DIRAD)  framework  that  could  better  model  the  richness  of
rare  category  evolution  and  utilize  the  external  information
from  multivariate  dynamic  networks  for  more  accurately
detecting the abnormal patterns. 

4.3    Dynamic network updating

A(t)

O((n(t))3) t

In real dynamic systems, it is usually the case that the size of
the  underlying  networks  may  change  over  time,  i.e.,  the
networks  are  incremental  or  decremental.  The  existing  RCD
techniques [10,15] fail to model such dynamics, as the global
similarity  matrix  cannot  be  directly  updated  from  the
previous  time  stamp.  Instead  of  recomputing  the  global
similarity  matrix  ( )  at  each  new  time  stamp ,  our
methods  locally  update  the  global  similarity  matrix  from  the
previous time stamp.

k≪ n(t−1)Incremental  network  updating　 Suppose  that 

G(t−1)

t M(t)
new vertices  are  added to  the  existing  network  at  time
stamp , the new adjacency matrix  can be represented as
 M(t)

11 M(t)
12

M(t)
21 M(t)

22

 ,
M(t)

11 = M(t−1)

M(t)
22

M(t)
12,M

(t)
21

M(t)
12 = (M(t)

21)T

A(t) A(t−1)

where  preserves  the  connectivity  information
among the original set of vertices,  preserves the connec-
tivity  information  among  the  newly  added  vertices,  and

 preserves  the  connectivity  information  between the
original  set  of  vertices  and  the  newly  added  set  of  vertices.
Note  that  we  assume  the  time-evolving  graph  is  undirected,
such  that .  Here,  we  propose  to  infer  the  new
global similarity matrix  from  and the changes in the
adjacency matrix.

Based on the definition, the global similarity matrix can be
computed as follows
 

A(t) = (In(t)×n(t) −αM(t))−1,

M′(t) = In(t)×n(t) −αM(t)Let , we have
 

A(t) = (M′(t))−1

=

In(t−1)×n(t−1) −αM(t)
11 −αM(t)

12

−αM(t)
21 Ik×k −αM(t)

22


−1

=

M′(t)11 M′(t)12

M′(t)21 M′(t)22


−1

, (1)

M(t)
11 = M(t−1)Since , we have

 

(M′(t)11 )−1 = (In(t−1)×n(t−1) −αM(t−1))−1 = A(t−1),

In addition, by adopting block matrix inversion lemma [48],
we can rewrite Eq. (1) as follows
 

A(t) =

A(t)
11 A(t)

12

A(t)
21 A(t)

22

 , (2)

where
 

A(t)
11 = A(t−1)+A(t−1) M′(t)12 (M′(t)22 −M′(t)21 A(t−1) M′(t)12 )−1M′(t)21 A(t−1),

A(t)
12 = −A(t−1) M′(t)12 (M′(t)22 −M′(t)21 A(t−1) M′(t)12 )−1,

A(t)
21 = −(M′(t)22 −M′(t)21 A(t−1) M′(t)12 )−1 M′(t)21 A(t−1),

A(t)
22 = (M′(t)22 −M′(t)21 A(t−1) M′(t)12 )−1.

k≪ n(t−1)

G(t−1)

t

Decremental  network  updating　Suppose  that 
new vertices are removed from the existing network  at
time stamp , we have
 

M(t−1) =

M(t−1)
11 M(t−1)

12

M(t−1)
21 M(t−1)

22

 , (3)

 

M(t) = M(t−1)
11 , (4)

M(t) = M(t−1)
11

n(t) M(t−1)
22

k M(t−1)
12 = (M(t−1)

21 )T

(t−1)
A(t)

A(t−1) t

where  represents  the  adjacency  matrix  of  the
preserved  vertices,  represents the adjacency matrix
of  the  removed  vertices,  and  preserves
the  connectivity  information  between  the  set  of  preserved
vertices  and  the  set  of  removed  vertices  at  time .  Our
target is to deduce the new global similarity matrix  based
on  and the changes happened in time .
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M′(t−1) = In(t−1)×n(t−1)−
αM(t−1)

Similar to Eq. (1) and Eq. (2), we let  
 and have

 

A(t−1) = (M′(t−1))−1

=

In(t)×n(t) −αM(t−1)
11 −αM(t−1)

12
−αM(t−1)

21 Ik×k −αM(t−1)
22

−1

(5)
 

=

M′(t)11 M′(t)12
M′(t)21 M′(t)22

−1

=

A(t−1)
11 A(t−1)

12
A(t−1)

21 A(t−1)
22

 , (6)

where
 

A(t−1)
11 =A(t−1)+ A(t) M′(t−1)

12 (M′(t−1)
22

−M′(t−1)
21 A(t) M′(t−1)

12 )−1 M′(t−1)
21 A(t),

A(t−1)
12 =− A(t) M′(t−1)

12 (M′(t−1)
22 −M′(t−1)

21 A(t) M′(t−1)
12 )−1,

A(t−1)
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A(t)Thus, we can easily compute  by
 

A(t) ≈ −A(t−1)
12 (M′(t−1)

22 −M′(t−1)
21 A(t) M′(t−1)

12 )(M′(t−1)
12 )+, (7)

(M′(t−1)
12 )+ M′(t−1)

12where  is denoted as a pseudoinverse of .
 

4.4    Dual-view incremental rare category learning

NN(t)

A(t)

t

Based  on  the  discussion  in  the  previous  subsection,  we  can
easily  adopt  the  existing  dynamic  RCD methods  to  build  the
class-oriented  neighborhood  embedding  using  the
updated  global  similarity  matrix  and  compute  the  query
score  for  each  vertex  at  each  time stamp  [49].  However,  in
contrast to plain graphs where only pairwise vertices depend-
encies  are  observed,  vertices  in  many  complex  systems  also
affiliate  with  a  rich  set  of  features.  For  example,  in  social
networks,  each  user  interacts  and  communicates  with  others
and  also  posts  personal  profiles  such  as  age,  interest,  and
home  location;  in  scientific  collaboration  networks,  each
researcher collaborates with others while also featuring his/her
unique  research  interests.  Thus,  how  to  utilize  such  external
information  to  enhance  the  performance  of  the  RCD  model
further is crucial for our visualization system.

s(t)
overall(vi)

vi

Recently,  [50]  proposed  a  multi-view  rare  category
detection framework that integrates view-specific information
to  obtain  the  overall  posterior  probabilities  of  the  vertices
coming  from  rare  categories.  Here,  we  extend  this  idea  to
jointly  learn  the  overall  posterior  probabilities  of
each  vertex  coming  from  rare  categories  which  stand  on
both  the  global  topology  information  of  the  network  and  the
local multivariate attributes of each vertex as follows.
 

s(t)
overall(vi) = s(t)

t (vi)s(t)
a (vi)

(
Pt(vi)Pa(vi)

P(vi)

)d

, (8)

s(t)
a (vi)

t
s(t)

t (vi)

(t−1) Pt(vi) Pa(vi) P(vi)

where  denotes the feature-oriented score obtained from
the  multivariate  attributes  at  time  stamp  using  the  existing
techniques [51,52];  denotes the topology-oriented score
computed  from  network  topology  which  is  updated  from  the
previous time stamp ; ,  and  denote the
marginal  probabilities  estimated  from  topology  domain,

d ⩾ 0
feature  domain,  and  both  two  domains  using  kernel  density
estimation  (KDE)  [53]  at  current  time  stamp;  and  is  a
positive  parameter  that  controls  the  impact  regarding  the
marginal  probability  between  topology  domain  and  feature
domain.

A(t) A(t−1)

t
A(t)

s(t)
t

s(t)
a

t

c
s(t)

a s(t)
t

c
s(t)(vi)

c

In Algorithm 1, we describe a fast algorithm - DIRAD, that
(1)  models  various  fine-grained  dynamics  of  temporal
networks  (e.g.,  vertices/edges  are  added/removed),  and  (2)
incorporates the information of both global network topology
and  local  multivariate  attributes  to  estimate  the  overall
probability  of  each  vertex  belonging  to  the  target  minority
class.  It  works  as  follows.  First,  we  update  the  global
similarity  based  on  the  and  the  changes  (e.g.,
vertex/edges  are  added/removed  from  the  network)  that
happened at  current  time stamp .  Then,  in Step 2,  we utilize
BIRD  algorithm  and  the  updated  global  similarity  to
calculate  the  initial  topology-oriented  scores  for  all  the
vertices.  Next,  in  Step  3,  we  estimate  the  initial  feature-
oriented scores  of all the vertices, which can be done using
any  existing  techniques  for  rare  category  detection.  Finally,
Step 4 to Step 12 aims to select the vertices that are showing at
the current time stamp  with the largest posterior probabilities
coming  from  rare  categories  to  the  oracle.  In  particular,  for
each  class ,  Step  6  to  Step  7  iteratively  update  the  feature-
oriented  scores  and  topology-oriented  scores .  Step  8
calculates  the  overall  probability  of  each  vertex  belonging  to
the  minority  class  and  then  delivers  the  vertex  with
maximum of  to the oracle in Step 9. In Step 10, if the
labeled  vertex  is  from  minority  class ,  we  break  the  inner
loop; otherwise, we mark the class of this vertex as labeled.
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4.5    Finding substructures
The  rare  category  should  be  found  after  its  representative
vertex  is  detected  by  DIRAD.  In  a  multivariate  dynamic
network, a rare category has following characteristics:

● Compact　 In  multivariate  dynamic  networks,
compactness  is  the  basic  requirement  for  a  category
being  rare.  In  topology,  this  character  indicates  that
vertices  in  a  rare  category  form  a  more  compact  sub-
network  in  some  local  areas  of  the  networks.  In
attribute,  this  character  indicates that  vertices in a rare
category  have  consistent  attribute  distributions.  In  this
paper,  a  group  of  vertices  can  be  identified  as  a  rare
category if they are compact in the topology dimension
or attribute.

● Bordered　A compact  group of  vertices  sometimes  is
not  a  rare  category,  for  example,  a  sub-network
extracted  from  a  large  clique  network  is  compact,  but
the sub-network cannot be identified as a rare category.
Thus,  based  on  compact  character,  rare  categories  in
the multivariate  dynamic network have to be bordered
at the same time, that is, vertices inside a rare category
can be distinguished from the vertices outside the rare
category. In topology, bordered character indicates that
vertices  in  a  rare  category  have  more  internal  connec-
tions  than  external  connections.  In  attribute,  bordered
character indicates that vertices in a rare category have
different attribute distribution from vertices outside the
rare category.

● Size-sensitive　 The  size  of  a  category  matters  when
users determine the rareness of the category. Categories
with the different number of vertices are not compara-
ble  even  if  they  have  the  same  topology  structure  or
attributes.  For  example,  a  clique  structure  with  10
vertices  is  not  rare,  while  a  clique  structure  with  300
vertices  is  rare  when  the  network  is  spliced  by  thous-
ands  of  10  vertices  cliques  and  only  one  300  vertices
clique.

Based on these characteristics, we regard the vertex detected
by DIRAD as a seed and use a local clustering algorithm [54]
to  detect  the  substructure  that  satisfies  the  characteristics
around  the  seed.  The  maximum  size  of  the  cluster  is  a
parameter requiring to be artificially set in the algorithm. We
provide  a  user  interface  to  enable  users  to  set  a  series  of
maximum sizes manually to detect rare categories of different
sizes. 

4.6    Interpreting anomaly in context
DIRAD  computes  an  anomaly  score  for  each  vertex  in  the
network at a specific time. However, it is hard for analysts to
interpret  or  trust  the  existence  of  the  anomaly  with  a  single
number. Thus, iNet provides a series of contextual information
of  vertices  with  high  scores  to  help  analysts  interpret  and
understand  the  irregular  transition  in  multivariate  dynamic
networks.

The first contextual information that iNet should provide is
the  features  of  detected  substructures.  In  each  query,  iNet
returns  a  batch  of  substructures  to  accelerate  the  analysis
process.  With  features  of  detected  substructures,  analysts  are

able  to  identify  rare  categories  from a  series  of  substructures
and select the rare category they interested in.

Topology,  vertex  attributes,  and  time-evolving  pattern  of  a
substructure  are  essential  contextual  information  for  analysts
to interpret anomalies of substructures. These data describe the
characteristics  of  substructures  from  the  relation  pattern,
attribute  features,  and  temporal  changes,  respectively.  Thus,
once  a  substructure  is  detected  at  a  specific  time  stamp,  its
topology and attributes at every time stamp are extracted from
the  data  storage  module,  allowing  analysts  to  identify
anomalies  potential  anomalous  topology  structure,  attribute
distribution, and evolving pattern.

The other  worth investigating contextual  information is  the
similarities  between  detected  substructures  and  other
substructures  in  topology  and  attribute  dimensions.  It  is  hard
to determine whether a detect substructure is abnormal or not
at  a  specific  time  stamp  without  knowing  how  different  the
substructure  is  from  other  substructures  in  the  network.
Considering  that  sizes  of  detected  substructures  are  unpred-
ictable,  finding  major  substructures  with  a  certain  size  in  the
network is not feasible. In this work, we adopt an approximate
strategy  to  describe  the  possibility  of  a  substructure  being
abnormal:  we  calculate  the  similarity  among  the  detected
substructure  and  other  substructures  that  have  the  same
number  of  vertices  as  the  detected  substructure  in  topology
and attribute at each time stamp.

With the above data,  we design the visualization in iNet to
represent  the  following  information  computed  in  the  post
process module: 1) substructures detected by DIRAD and the
local  clustering  algorithm;  2)  topology,  attributes,  and  time-
evolving pattern of the substructures; and 3) the distribution of
the  similarities  among  the  detected  substructures  and  other
substructures in the network. 

5    Rare category explorer
In  this  section,  we first  summarize  the  design tasks  based on
the  requirements,  the  characteristics  of  rare  categories,  and
anomalies  in  multivariate  dynamic  networks.  Second,  we
introduce the user interface of iNet. 

5.1    Design tasks
Before  summarizing  the  design  tasks  of  iNet,  we  first  intro-
duce  two  possible  types  of  the  anomaly  of  rare  categories  in
multivariate dynamic networks: an anomaly in a snapshot and
anomaly in network dynamics.

Anomaly  in  a  snapshot refers  to  the  case  when  the
topology  or  attribute  of  a  substructure  is  different  from  the
most  substructures  at  a  specific  time  stamp.  This  anomaly
usually  means  that  the  relations  among the  vertices  or  vertex
characteristics in a substructure are special in the network, for
example, a large and compact cluster is likely to be abnormal
because  the  topology  is  usually  sparse  in  a  collaboration
network  formed  by  productive  researchers.  In  this  paper,  we
identify  the  existence  of  this  anomaly  by  calculating  the
similarities among the rare category and other substructures in
the  network.  If  the  rare  category  is  similar  to  most  of  the
substructures  at  a  specific  time  stamp,  it  is  not  anomalous  at
the  time  stamp.  Otherwise,  it  is  anomalous.  However,
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2n
comparing a rare category with all substructures in a network
is too complex (with  possibilities, where n is the number of
vertices in a network). As rare categories are size-sensitive, we
only  calculate  the  similarities  among  a  rare  category  and
substructures that have the same size as the rare category.

Anomaly in network dynamics refers to the case when the
topology or attribute of a substructure significantly changes in
a  period  of  time.  This  anomaly  means  that  the  behavior  of
vertices  in  the  substructure  abruptly  changed  at  some  time
stamps,  for  example,  when  a  productive  researcher,  who
seldom  collaborates  with  other  researchers  before,  begins  to
collaborate  with  others,  the  topology  around  him  may
significantly change. In this paper, we identify the existence of
this  anomaly  by  calculating  the  significance  of  change  over
time  of  the  rare  category  with  similarity  measure.  The
visualization  introduced  in  later  chapters  can  also  be  used  to
identify this anomaly.

In the real application, the anomaly of a rare category might
be  a  combination  of  above  anomalies,  for  example,  a  rare
category  might  be  different  from  most  substructures  both  in
topology  and  attribute  at  multiple  time  stamps  and  signifi-
cantly changes between some time stamps. Anomaly found by
iNet strongly depends on datasets.

Based  on  the  requirements  mentioned  in  Section  3,  the
characteristics of rare categories in Section 4, and the possible
anomalies  in  multivariate  dynamic networks,  we concluded a
list of design tasks iNet should complete as follows.
T1　Showing the features of detected substructures　iNet
should  provide  an  intuitive  visualization  of  substructure
features  to  help  analysts  to  find  substructures  matching  the
characteristics  of  rare  categories  among  detected  substruc-

tures.
T2　 Revealing  the  state  of  a  substructure  at  each  time
stamp　Understanding  the  topology  and  attribute  pattern  of
substructures  is  the  basis  of  identifying  and  interpreting
anomalies  of  substructures.  Thus  the  visualization  should  be
able to present analysts with topology structure and attributes
of vertices of the substructure at each time stamp.
T3　Facilitating  comparison  among  substructures　This
helps  analysts  to  estimate  the  number  of  occurrence  of  a
substructure’s  topology  or  attribute  pattern  in  a  snapshot  of
networks  and  identify  anomalous  topology  or  attribute  of
substructure if it is not similar to the most of substructures in
the  network.  Hence,  the  differences  among  substructures
should be revealed in iNet.
T4　Fully  demonstrating  the  dynamics  of  a  substructure
　 Identification  of  anomaly  in  network  dynamics  requires
analysts to observe the topology and attribute of substructures
and  compare  the  differences  of  the  substructure  at  different
time stamps. Therefore, iNet should demonstrate the topology
and attribute dynamics of substructures to analysts. 

5.2    User interface
Following  the  guidance  of  design  tasks,  we  design  the  user
interface  of  iNet.  iNet  consists  of  a  list  of  rare  categories
(Fig. 2(A)),  a  major  view  (Fig. 2(B))  and  a  parameter  panel
(Fig. 2(C)).  The  list  of  rare  categories  shows  the  features  of
rare  categories  (T1).  The  major  view  shows  1)  topology
structure  and  attribute  at  each  time  stamp  with  matrix
representation,  node-link  diagram,  and  Z-glyphs  (T2);  2)
dynamics  of  topology  and  attribute  by  a  time-line  mapping
(T4);  3)  distribution  of  similarities  between  selected  rare

 

 
Fig. 2    User  interface  of  iNet.  A)  The  rare  category  identifier.  B)  The  major  view,  which  consists  of  four  components:  1)  the  matrix
representation of topology; 2) a group of Z-glyphs showing attributes of vertices in substructures; 3) a time-line with similarity glyph; 4) a switch
button group; 5) similarity bar charts; 6) similarity sankey diagram. C) A parameter panel. A rare category with attribute anomaly at time stamp 5
in the synthetic dataset is shown: its topology is a grid network that is similar to the most substructures in the network and is stable over time
while its attribute is different the most substructures. The similarity glyph also shows that the attribute of this category abruptly changed at time
stamp 5
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category and other sub-networks in topology and attribute by
bar charts and a sankey diagram (T3). 

5.2.1    The list of rare categories
The  list  of  rare  categories  is  designed  for  identifying  the
substructures  that  match  the  features  of  rare  categories,  i.e.,
compact  and  bordered.  Analysts  only  need  to  examine  the
existence  of  the  boundary  of  each  substructure,  as  substruc-
tures  detected  by  the  local  clustering  algorithm  are  already
compact  structures  around representative vertices  detected by
DIRAD.  In  this  paper,  a  substructure  has  a  boundary  if
vertices  in  the  substructure  have  more  internal  connections
than external connections.

A substructure glyph is used in the list to show the features
of  substructures,  as  shown  in Fig. 2.  It  summarizes  the
features of a rare category candidate, including the size of the
category, which is encoded by the size of the entire glyph; the
ratio of internal connections,  which is encoded by the size of
the inner circle; and the ratio of external connections, which is
encoded by the size of external ring.

The  substructures  found  by  DIRAD  are  ordered  by  the
DIRAD score on the list.  Each substructure is represented by
an information panel. A group of candidate glyphs shows the
information of  clusters  detected with a  different  upper  bound
of size inside each panel. According to these candidate glyphs,
users can roughly determine if a candidate is potentially a rare
category.  Once  a  rare  category  is  found  in  the  list,  users  can
explore the detail of the category in the major view.

Design  considerations　The  most  direct  way  to  show the
condition around a rare candidate is a node-link diagram or an
adjacent matrix. However, these two representations require a
rather large space. In the list of rare categories, the major task
is to show the features of each rare category. Thus we use the
candidate  glyph  design  to  visualize  the  compactness,  the
boundary,  and  the  size  of  a  rare  category,  which  are  more
space-efficient  than  the  node-link  diagram  and  adjacent
matrix. 

5.2.2    The major view
The  major  view  integrates  a  basic  visualization  of  vertex
sequences  with  matrix  representation,  node-link  diagram,  Z-
glyphs,  bar  charts,  sankey  diagram,  and  line  charts  to  help
analysts  to  observe topology and attribute  of  the substructure
and  identify  an  anomaly  in  network  snapshots  and  network
dynamics.

The  vertex  sequences show  the  dynamics  of  vertices  in  a
user-selected  substructure  along  a  horizontal  time  axis  (in
Fig. 3). At each time stamp, vertices are represented by vertex
glyphs.  The vertex  glyph is  a  rectangle  of  which  the  size
encodes  the  number  of  external  connections,  and  the  color
encodes the number of internal connections of a vertex (see in
Fig. 3).  X-positions  of  glyphs  are  positioned  by  a  fixed
interval  horizontally.  Y-positions  of  glyphs  are  calculated  by
an energy-based layout algorithm [55]. The algorithm aims to
minimize the energy function:
 

T∑
t=0

(α
∑
i< j

wi j(t)∥yi(t)− y j(t)∥2+ (1−α)
∑

i

∥yi(t)− yi(t−1)∥2),

yi(t) i t
wi j(t) i

j

where  is  the  y-position  of  vertex  at  time  stamp  and
 is the inverse quadratic Euclidean distance of vertices 

and ,
 

wi j(t) =
1

d(vi(t),v j(t))2 ,

vi(t) i t

kth
{1,2, ...,k−1}

where  is the feature of vertex  at time stamp  extracted
in  the  storage  module.  The  feature  of  each  vertex  at  a  time
stamp is calculated by a pivot-based feature extraction method
in  the  data  storage  module.  A  group  of  pivots  is  selected
iteratively  satisfying  that  has  the  largest  sum  of  shortest
path  length  to  pivots.  Then  the  feature  of  a
vertex is the distances from the vertex to the pivots. Note that
the first pivot is randomly selected.

Topology of the substructure is visualized by both matrix
representation  and  node-link  diagram (see Figs.4 (a) and (b))
are  used  to  support  the  identification  of  the  static  topology
pattern  of  rare  categories  [56].  In  the  matrix  representation
mode,  the order  of  vertices  is  the same as in the sequence of
vertices  and  the  vertex  glyphs  are  placed  on  the  diagonal  of
the  matrix  to  keep  the  mental  map  of  users.  As  the  layout
algorithm  is  based  on  the  vertex  features,  the  layout  result
shows the feature of the category topology and helps users to
identify the static topology pattern. The color of non-diagonal
entries encodes the weight of edges. In the node-link diagram,
we use vertex glyph to represent the vertices and use colored
links among glyphs to represent edges to keep the mental map
of  users.  The  positions  of  glyphs  are  determined  by  force-
directed layout.

Attribute of the substructure are visualized by a group of
Z-glyphs [57], as shown in Fig. 4 (c). Each Z-glyph represents
a  vertex  in  the  substructure  and  visualizes  the  divergence
between  attribute  values  and  different  baselines.  Three-level
of  baselines  are  considered  in  this  paper,  including  1)  vertex
level  baseline,  which  is  the  average  of  attributes  of  a  single
vertex  and  shows  the  consistency  of  the  vertex  attributes;  2)
cluster level baseline, which is the average of each attribute in
a cluster and shows the consistency of vertices in a cluster in
attribute dimension; and 3) global level baseline, which is the

 

 
Fig. 3    Visual  encoding  of  feature  glyphs  for  the  identification  of  rare
categories. For candidate glyph, the size of the category is encoded by the size
of the entire glyph; the ratio of internal connections is encoded by the size of
the inner circle; and the ratio of external connections is encoded by the size of
external  ring.  For  vertex  glyph,  the  size  of  the  internal  edges  is  encoded  by
the  height  of  the  block;  the  size  of  the  external  edges  is  encoded  by  the
darkness of the color. For vertices sequences, the category vertices are linked
with the lighter edges and seed vertices are linked with the darker ones
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average of each attribute in the entire network and shows the
difference of the cluster and the entire network.

N
V k

k−1 N
k N

k (i,d) i
V d

A B

iNet  identify  anomalies  in  snapshots  based  on  similarities,
as  previously  mentioned.  The  procedure  of  calculating  the
similarity has two steps: first,  extracting substructures around
every vertex in the network at each time stamp with the same
number  of  vertices  as  the  selected  substructure;  second,
calculating the topology and attribute similarities between the
selected  substructure  and  each  extracted  substructure.  For  a
selected substructure with  vertices, the process of extracting
a  sub-network around a  vertex  is:  1)  find  a  that  satisfies
number of vertices in the  hop network is smaller than 
and the  hop network is larger than ; 2) sort vertices in the

 hop  network  with  key ,  where  is  the  shortest  path
length  between  the  vertex  and ,  and  is  the  degree  of  the
vertex;  3)  select  top-N  vertices  to  form  the  sub-substructure.
We use  Weisfeiler-Lehman graph  kernel  [58]  to  measure  the
similarity  between  two  topology  structure  and  the  attribute
similarity  between  the  two  substructures  and  is  defined
as:
 

s(A,B) =
1

1+d(a⃗, b⃗)
, (9)

d(a⃗, b⃗)
A B

where  is  the  Euclidean  distance  between  the  feature
vector  of  and .  The  feature  vector  is  conducted  by  the
average  of  each  attribute  and  the  average  deviation  of  attri-
butes of vertices in the substructure.

Similarities  among  the  selected  substructure  and
extracted  substructures are  visualized  by  a  group  of  bar
charts  (Fig. 4(d))  and  a  sankey  diagram  (Fig. 4(e)).  At  a

specific  time stamp,  a  bar  chart  is  used  to  show the  distribu-
tion of the similarities. The x-axis is the similarity interval and
the  y-axis  is  the  number  of  substructures.  Substructures  are
aggregated  into  groups  according  to  the  similarity  interval.
The  sankey  diagram shows  the  dynamics  of  similarity  of  the
substructures. In the sankey diagram, a rectangle represents all
extracted  substructures  at  a  specific  time  stamp.  The
substructures  are  ordered  descendingly  according  to  the
similarities from the top to the bottom of the rectangle. When
analysts brush on a bar chart at a specific time stamp, brushed
substructures  will  be  highlighted  on  the  rectangle  at  the  time
stamp  in  the  sankey  diagram.  Simultaneously,  the  brushed
operation will be copied to bar charts at other time stamps and
brushed  substructures  at  these  time  stamps  will  also  be
highlighted  on  the  corresponding  rectangles.  Bands  are  then
added  between  adjacent  rectangles  to  show  the  change  of
substructure groups. Darker band indicates that the similarities
of substructures changed and the lighter band indicates that the
similarities of substructures are the same between the two time
stamps.  Bar  charts  enable  users  to  identify  anomalous  in  a
snapshot of the multivariate dynamic network, and the sankey
diagram enables users to track the similarity change of vertices
selected in bar charts.

Similarities  among  different  snapshots  of  the  substruc-
ture are  visualized by a  line  chart  at  each time stamp on the
timeline  (see  in Fig. 4(f)).  We  use  the  same  topology  and
attribute similarity measures to calculate the similarity among
snapshot at a specific time stamp and snapshots at other time
stamps  and  visualize  the  similarities  with  a  line  chart.  The
similarity  at  the  time  stamp  of  the  snapshot  equals  1  (self-

 

 
Fig. 4    Visual  encoding  in  the  topology  evolution  explorer  and  attributes  evolution  explorer:  (a)  node-link  diagram of  the  topology  of  a  rare
category;  (b)  matrix  representation  of  the  topology  of  a  rare  category;  (c)  Z-glyphs  of  vertices  attributes  in  a  rare  category;  (d)  similarity  bar
charts; (e) similarity sankey diagram; (f) temporal pattern glyph
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similarity)  and  is  highlighted  by  the  lighter  point,  while
similarities at other time stamps are represented by the darker
points.

Designing  considerations Timeline  mapping,  instead  of
animation,  is  used to  visualize  the  dynamics  of  the  topology,
attribute,  and  similarities  of  substructures.  According  to
Tversky  et  al.  [59],  animation  increases  memory  burden  and
the  difficulty  of  comparing  the  difference  among  different
time  stamps.  As  users  may  need  to  analyze  and  compare  the
topology and attribute patterns at each time stamp, we choose
timeline mapping to lower the user burden in the visualization.

The node-link diagram and the matrix representation are the
two most common graph visualization techniques. Ghoniem et
al.  [60]  stated  that  matrix  representations  have  better
performance than the node-link diagram when the number  of
vertices is larger than 20. We also find out that our collabora-
tors  adapt  better  to  the  node-link  diagram  than  the  matrix
representation  through  discussions.  Besides,  the  number  of
vertices in rare categories should not be large. Otherwise, they
are  not  rare.  Thus,  we  decide  to  provide  both  the  node-link
diagram  and  the  matrix  representation  and  let  users  choose
their preferable visualization form.

Furthermore,  we  use  a  list  of  baseline-based  bar  charts  to
show  attributes  of  vertices  in  a  rare  category  in  the  first
version  of  iNet.  However,  when  a  category  contains  a  large
number of vertices, the height of a single bar chart is limited,
which  decreases  the  effectiveness  of  the  identification  of  the
distribution  of  the  attributes.  Therefore,  we  decide  to  use  the
Z-glyph  design  for  the  compactness  and  space  efficiency  in
the second version of iNet.

Last,  we use  line  charts  to  show the  dynamics  of  substruc-
ture topology and attributes along time. Analysts can observe
the  dynamics  by  directly  comparing  the  matrices,  node-link
diagrams,  and  z-glyphs  at  each  time  stamps.  However,  this
way is neither intuitive nor convenient. Therefore, we add the
line charts on the timeline to provide analysts an intuitive way
to analyze the dynamics of substructures. 

5.3    Interactions in analysis loop
As mentioned in Section 3, we design a series of interactions
in each visualization components to keep users in the analysis
loop.  In  iNet,  the  procedure of  analyzing irregular  transitions
includes  three  stages,  including  the  query  stage,  the  identify
stage and the interpret stage.

In  the  query  stage,  users  first  select  two  adjacent  time
stamps  on  the  timeline  (Fig. 2 (3))  to  initialize  the  DIRAD
algorithm  by  clicking  on  the  circle  button  between  two
similarity  line  charts.  Then,  the  DIRAD  algorithm  detects
substructures  in  the  network.  At  the  beginning  of  the  entire
analysis  procedure,  users  can  select  time  stamps  they  are
interested in by brushing on a time axis in the parameter panel.
Users can also adjust the weights of topology and attributes in
DIRAD  by  the  slider  in  the  parameter  panel  and  re-query
candidates.

In  the  identify  stage,  users  identify  rare  categories  among
the  substructures  detected  by  DIRAD.  If  no  rare  category  is

found, users return to the query stage, and query substructures
again. After the detected candidates are shown in the list, users
can roughly determine whether there are any rare categories in
these candidates. Users can directly skip substructures that are
impossible  to  be  rare  categories  and  explore  the  details  of
substructures that are potentially rare categories by clicking on
them.  As  users  cannot  predict  where  they  will  find  a  clear
boundary  of  a  rare  category  candidate,  they  are  enabled  to
adjust  the  max  number  of  vertices  in  substructures  in  the
parameter panel.

In  the  interpret  stage,  users  can  first  identify  topology  and
attribute  patterns  of  rare  categories  and  interpret  how  it  is
abnormal.  After  the  analysis  is  done,  the  result  will  be
returned to DIRAD, and the next iteration will be executed. It
contains five major interactions: expanding/collapsing of time
stamps,  dragging,  switching,  and  hovering.  When  users
demand  to  explore  the  topology  evolution  or  attributes  the
evolution of a rare category, they can expand the time stamps
they interested in by clicking on the vertical lines on the time
axis.  By  clicking  on  the  lines  again,  the  corresponding  time
stamps  will  be  collapsed.  When  multiple  time  stamps  are
expanded,  and  the  number  of  vertices  in  the  rare  category  is
large enough, the screen cannot accommodate the sequence of
vertices. Thus, we add a dragging interaction on the sequence,
which allows users to explore the entire sequence by moving it
left and right. Users can freely switch the visualization form at
a specific time stamp between matrix representation, node-link
diagram, and multiple baseline bar chart through radio buttons
on the top of the time stamp (as shown in Fig. 2). When users
put the mouse on a vertex at a time stamp, the same vertex at
other  time  stamps  will  be  highlighted  to  help  users  track  the
evolution of the vertex easier.

In this section, we first demonstrate the usability of DIRAD
by detecting rare categories with DIRAD on three real datasets
with  ground  truth,  then  conduct  a  use  scenario  to  show  the
effectiveness of iNet based on a dataset without ground truth,
and  last  conduct  a  user  study  to  demonstrate  the  usability  of
iNet  by  a  synthetic  dataset.  The  prototype  system  is  a  web
application.  The  front-end  visualization  is  implemented  by
AngularJS, D3, and CSS. The back-end server is implemented
by  Python  with  Flask,  numpy,  scipy,  and  networkx.  Use
scenarios  and  the  user  study  run  on  a  PC  with  Intel(R)
Core(TM) i7-4770 CPU, 20 GB RAM, and Windows 10. 

6    Algorithm performance
We  test  our  DIRAD  algorithm  on  three  real-world  dynamic
multivariate  networks,  including  review  networks,  Q&A
networks,  and  collaboration  networks.  The  Epinion  [61]
dataset  is  a  who-trust-whom  network  derived  from  Epinion,
where  each  vertex  represents  a  user,  and  each  edge  indicates
whether  one  user  trusts  another  user  at  a  certain  time  stamp.
The Stackoverflow1) dataset is collected from the question and
answer  site  Stack  Overflow,  where  each  vertex  represents  a
Stack  Overflow  user,  and  each  edge  indicates  one  comment
from  one  user  to  another.  The  DBLP2) dataset  is  generated
based on the IEEE Visualization publications from 1990-2015.
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In DBLP, each vertex represents a paper, and an edge exists if
and only if when one paper cites another paper.

t = 1,2

In the following experiments, we compare DIRAD with the
following  methods:  (1)  GRADE-G:  the  graph-based  rare
category detection method GRADE [52] that is built purely on
evolving  graphs.  Here,  GRADE  is  short  for  Grading  of
Recommendations Assessment,  Development and Evaluation,
which  is  generally  adopted  by  organisations  worldwide.  (2)
GRADE-A:  the  GRADE  algorithm  that  is  built  on  evolving
vertices’ attributes;  (3)  RANDOM:  the  random  sampling  on
the  given  network  at  each  time  stamp.  The  effectiveness
comparison results regarding the number of queries are shown
in Fig. 5.  We  have  the  following  observations:  (1)  when  the
topology  domain  and  feature  domain  are  consensuses,  our
DIRAD  algorithm  could  balance  the  information  that  is
extracted  from  these  two  domains  and  enhance  the  perfor-
mance,  i.e.,  our  DIRAD  algorithm  requires  fewer  queries  in
most  cases  in Figs. 5(a) and 5(b);  (2)  when  the  RCD  model
built  on  topology  domain  or  feature  domain  is  biased  (e.g.,
GRADE-G  performs  worse  than  random  sampling  when

 in Fig. 5(c)),  our  multi-view  learning  framework
reduces the negative impact and ensures our model to achieve
robust performance in the noisy scenarios. 

7    Use scenario: collaboration network in
computer science

N T
N T

This dataset is extracted from DBLP3). We first extract 89767
papers  published  in  41  conferences  and  journals,  then  we
separate  them into  12  research  fields.  The  papers  are  written
by  6758  researchers.  We  model  the  collaborations  among
researchers  to  a  dynamic  network:  if  two  researchers
collaborate for  times before a time stamp , we add an edge
with weight  to link the two researchers at the time stamp .
Attributes  of  researchers  are  the  papers  they  published  in
different research fields. Thus the attribute of a researcher is a
temporal  (k)  dimension  vector.  During  the  detection  of
anomalies,  users  should  traverse  all  time  stamps  and  find
anomalies  at  each  time  stamps.  However,  considering  the
limitation of  space,  we only demonstrate  some representative
findings at some time stamps here.

In Fig. 6, a major category in both topology dimension and
attribute  dimension  are  found.  The  topology  explorer  shows

>

that  vertices  in  this  category  form  a  constant  sub-network
which  consists  of  three  small  communities.  In  each
community, a center vertex exists and thus makes the topology
of  these  communities  similar  to  star  structure.  The  similarity
bar charts and the Sankey diagram shows that the similarities
among the category and around 50% of sub-networks are 0.6
or  more  at  each  time  stamp.  Z-glyphs  in  attribute  explorer
shows that researchers in this category are very productive in a
specific  field.  Meanwhile,  12/13  (92%)  researchers  have
publications in other fields, which indicates that researchers in
this  category  have  a  major  field  and  at  least  one  secondary
field.  The  similarity  bar  charts  and  the  sankey diagram show
that  more than 50% of  sub-networks are similar  (similarity 
0.5) to this category in attribute dimension in 2016 and 2017.

>

Figure 7(a) shows a rare category with topology anomaly in
snapshots.  The  topology  explorer  shows  that  the  category
contains two small connected cliques. The similarity bar charts
and  the  sankey  diagram  show  that  there  are  almost  no  sub-
networks  being  similar  to  this  category. Figure 7(b) shows  a
rare category with attribute anomaly in snapshots. Z-glyphs in
the  attribute  explorer  shows  that  researchers  in  this  category
have  a  major  field,  which  is  the  same as  the  major  category.
However,  19/26  (73%)  researchers  seldom  publish  in  other
fields,  which indicates  that  researchers  in  this  group are  very
focusing  researchers  and  might  seldom  cooperate  with
researchers  in  other  fields.  The  similarity  bar  charts  and  the
sankey diagram show that  very  few sub-networks  are  similar
to them (similarity  0.5).

Figure 8 shows  a  rare  category  with  topology  anomaly  in
network  dynamics.  In  2014  and  2015,  there  are  very  few
connections  among  the  vertices,  although  these  vertices
already exist in the network. The matrix representation and the
node-link  diagram  in  the  topology  explorer  show  that  a  few
links  are  added  from  2014  to  2015,  which  indicates  that  the
pattern of the category in 2014 and 2015 can be identified as a
constant  or  an  enhancing  near  star  pattern.  However,  the
topology pattern significantly changes to a clique in 2016 and
remains  the  same  pattern  in  2017.  Therefore,  a  change
happens  in  2016  in  the  topology  dimension,  and  thus  the
vertices  belong  to  a  rare  category  with  topology  anomaly  in
network dynamics. 

 

 
Fig. 5    Effectiveness Analysis.  Our DIRAD method and three other methods are used on three real-world datasets.  Since the total  query time
includes calculation whose time is short enough to be ignored and communication of network which is unstable and relatively much longer. We
use the query times instead of the total query time to represent the efficiency of the algorithms. As shown in the three bar charts respectively, our
DIRAD method requires fewer queries in most cases, which shows a better performance. (a) Epinion; (b) Stackoverflow; (c) DBLP
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Fig. 6    A  major  category  in  a  collaboration  network  with  its  patterns  and
similarities.  A  major  category  can  be  found  in  both  topology  dimension  (a)
and  attribute  dimension  (b).  (a)  In  topology  pattern,  it  shows  three  small
communities  formed  by  the  vertices  in  this  category,  with  each  community
containing a center vertex. As a result, we can view the topology similarly as
star  structures.  The  corresponding  similarity  bar  charts  and  the  Sankey
diagram shows that around 50% of sub-networks are 0.6 or more at each time
stamp, which indicates the similarity of the category. (b) In attribute pattern,
the  Z-glyphs  show  that  researchers  in  the  above  major  category  are  very
productive  in  a  specific  field  according  to  our  definition  of  the  network.  Its
corresponding  similarity  bar  charts  and  the  Sankey diagram show that  more
than  50% of  sub-networks  are  similar  (similarity  >  0.5)  to  this  category  in
attribute dimension in 2016 and 2017
 

 

 
Fig. 7    Two  rare  categories  with  type  1  anomalies  shown  in  topology
dimension  (a)  and  attribute  dimension  (b)  respectively.  (a)  In  topology
pattern, it shows that the category contains two small connected cliques. The
similarity  bar  charts  and  the  sankey  diagram  show  that  there  are  almost  no
sub-networks  being  similar  to  this  category.  (b)  In  attribute  pattern,  the  Z-
glyphs show that researchers in this category have a major field, which is the
same as the major category. However, most of them seldom publish in other
fields,  which  indicates  that  they  are  very  focusing.  The  similarity  bar  charts
and the Sankey diagram show that very few sub-networks are similar to them
(similarity > 0.5)
 

 

 
Fig. 8    Topology anomaly in network dynamics: the topology structure pattern significantly changed between 2015 and 2016
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8    User study
Participants　 In  this  study,  we  invited  15  researchers  to
participate  in  our  user  study  to  estimate  the  effectiveness  of
our  prototype  system  in  analyzing  anomalies  in  multivariate
dynamic  networks.  Two  of  them  are  senior  researchers  with
more than 5 years of visualization experiences, and others are
junior  researchers  with  more  than  3  years  of  visualization
experiences.

Dataset　Due to the high complexity of real  datasets  used
in previous evaluations, we construct an ideal synthetic dataset
to  run  the  user  study,  which  brings  three  benefits:  first,
synthetic  datasets  have  more  valid  ground  truth,  which
increases  the  accuracy  of  the  study,  second,  the  size  and  the
number of time stamps is controlled in synthetic datasets and
thus  reduces  the  analysis  procedure,  third,  anomalies  in
synthetic  datasets  are  more  clear,  and  thus  participants  have
less  burden  during  the  study.  The  synthetic  dataset  is
constructed  in  the  following  steps:  1)  generate  a  25*40  grid
network  in  which  vertices  have  consistent  attributes  at  each
time stamps; 2) add stars, cliques, and bipartite cores into the
network  at  the  last  time  stamp;  3)  add  different  attribute
pattern to vertices in those special structures; 4) add temporal
presence of topology and attributes of special structures along
time.  Information  on  major  categories  and  rare  categories  is
shown in Table 1.

Tasks　During  the  user  study,  participants  were  asked  to
discover  anomalies  of  rare  categories  as  many  as  possible
between  time  stamp  5  and  time  stamp  6  of  the  synthetic
dataset.  To  ensure  that  participants  fully  explore  the  func-
tionality  of  the  prototype  system,  the  participants  were
required to complete the following tasks.
T1　Identify the major categories and describe the corres-
ponding pattern.
T2　Identify three kinds of anomalies of rare categories in
network  snapshots  and  describe  their  corresponding
patterns.
T3　Identify  two kinds of  anomalies  of  rare categories  in
network  dynamics  and  describe  their  corresponding  pat-
terns.

Procedures　 The  user  study  has  three  stages.  First,  we
introduce the basic concepts  in this  work,  including the “rare
category”,  patterns  in  multivariate  dynamic  networks,  and

major features of the system, with a 10 minutes tutorial. Then,
we  let  participants  to  explore  the  functionality  of  the  system
for ten minutes. During the exploration, participants can asked
any questions about the system. Last, participants are asked to
explore the synthetic dataset in the system, complete the tasks,
and  answer  the  corresponding  questions.  The  whole  explora-
tion is timed. During the study, participants are allowed to ask
moderators any questions about the prototype system to avoid
confusion. Participants are told that there are a major category,
three  kinds  of  type  1  rare  categories,  and  two  type  2  rare
categories. When users think they find all rare categories, the
study  is  finished.  The  time  spent,  number  of  queries,  false
positive  rare,  and  false  negative  rare  are  recorded  and
calculated after the study is finished.

FPR = 0 FNR = 6.25%

Results　 The  results  is  shown  in Tables 2 and 3.  Most
participants  managed  to  complete  all  the  tasks  within  30
minutes (1-2 minutes per vertex). In total, participants are able
to  distinguish  the  major  category  and  rare  categories  with

 and  on  average.  For  interpretation  of
rare category anomalies, the average accuracy of identification
of  topology  pattern,  temporal  presence  of  topology  pattern,
attribute pattern, and temporal presence of attribute pattern are
90%,  84%,  90%,  and  90%.  Although  most  participants
recognized  subjects  with  type  2  (d)  and  type  2  (e)  as  rare
anomalous  categories,  some  participants  failed  to  correctly
figure out the changes between topology patterns and attribute
patterns, as the accuracy of identification of temporal presence
of topology in T3 (d) and temporal presence of attribute in T3
(e)  are  both  70%.  Also,  some  of  the  participants  failed  to
distinguish  a  bipartite  structure  and  a  clique  structure  in  T2
(a),  which  might  because  some  of  the  participants  lack
experience in analyzing graph structure. 

9    Discussion and future works
Direct  clustering  vs.  our  method　 A  common  confusion
about  our  method  is  why  do  not  we  direct  use  some  data
mining  techniques  such  as  clustering  to  find  anomalies  in
multivariate dynamic networks. As we stated in Section 4, the
features  of  rare  categories  in  multivariate  dynamic  networks
are compact, bordered, and size-sensitive, which indicate that
a small group of vertices which form a more compact structure
inside a large group of compact vertices can also be identified
as a rare category. However, common clustering methods can

   
Table 1    Categories in the synthetic dataset

 

   
Table 2    Result of identification of rare anomalous category

TP FP TN FN FPR FNR

Anomalous Rare Category 75 0 40 5 0 6.25%
 

   
Table 3    Results of the interpretation of category patterns

T t A t

T2
a 75% 85% 90% 80%

b 95% 85% 100% 100%

c 100% 100% 80% 100%

T3
d 90% 70% 90% 95%

e 100% 90% 80% 70%

Avg. 90% 84% 90% 90%
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hardly  detect  clusters  in  this  microscope.  Instead,  DIRAD
aims  to  find  vertices  on  the  boundary  of  areas  with  density
changes  both  in  the  topology  dimension  and  attribute
dimension and thus are more proper in our scenario.

Limitations　 Although  the  prototype  system  can  assist
users  in  identifying,  exploring,  and  interpreting  the  rare
categories  in  multivariate  dynamic  networks,  limitations  still
exist in several aspects. First, more interactions are required to
support  more  accurate  analysis.  If  users  are  enabled  to  brush
some vertices in topology explorer  and attribute explorer  and
re-calculate the similarity, users can find a rare category more
accurately.  Besides,  it  will  be  more  intuitive  if  a  visual
comparison is provided to enable users to directly compare the
rare category and other equal-size sub-networks with specific
similarity.  Second,  the  similarity  calculation  is  a  time-
consuming  process.  As  the  similarity  is  calculated  for  every
vertex  in  the  network,  the  process  can  be  accelerated  by
parallel  computation.  We  plan  to  improve  the  interactions  of
the  prototype  system  and  re-implement  similarity  calculation
in GPU in the next version.

Future works　First, we will improve the DIRAD to make
it  detecting  rare  category  candidates  more  efficiently.
Moreover, we will design a classification-based rare category
detection method for multivariate dynamic networks. Second,
we  plan  to  add  more  components  to  show  domain  context
information, which is generally changing case by case but can
help users to understand the network data better. Last, we plan
to  add  more  data  operation  interactions,  including  vertex
querying  and  vertex  filtering.  With  these  interactions,  users
can  focus  on  vertices  in  which  they  interested  in  and  reduce
their workload. 

10    Conclusion
In  this  paper,  we  present  a  novel  rare  category  detection
method,  called  DIRAD,  which  detects  rare  category  candi-
dates  in  multivariate  dynamic  networks  and  introduce  a
prototype visualization system which enables users to identify
true  rare  categories  among  candidates,  explore  and  interpret
the anomalies of rare categories. We first summarize possible
patterns  in  three  dimensions  of  multivariate  topology
networks,  including topology dimension,  attribute  dimension,
and time dimension. Evaluations are conducted to evaluate our
method in three aspects: 1) effectiveness of DIRAD in detec-
ting rare category candidates; 2) effectiveness of the prototype
system in  identifying  and analyzing  rare  categories;  3)  effec-
tiveness of the prototype system in assisting users to complete
analytical tasks.
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