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Abstract The visible light communication (VLC) has the

potential to provide dense and fast connectivity at low cost.

In this paper, we propose a novel VLC enabled Wireless

Small-World Data Center (WSWDC). It employs VLC links

to achieve a fully wireless data center network (DCN) across

racks for the first time. The using of VLC links eliminates hi-

erarchical switches and inter-rack cables, and thus reducing

hardware investment, as well as maintenance cost. More pre-

cisely, to simplify the configuration and control operations,

we propose three DCN design rationales: (1) fully-wireless,

all inter-rack links are wireless; (2) easy-deployable, it is not

necessary to change the existing infrastructure inside data

center; (3) plug-and-play, no extra centralized control op-

erations are required. Previous proposals, however, cannot

achieve the three rationales simultaneously. To this end, we

first use regular VLC links to interconnect racks as a regu-

lar grid DCN and optimize the rack placement to shorten the

average path length and the network diameter. To further ex-

ploiting the benefits of VLC links, a few random VLC links

are carefully introduced to update the wireless grid DCN as

a wireless small-world DCN. To avoid the potential interfer-

ence among VLC links, we deploy VLC transceivers at dif-

ferent heights on the top of each rack. In this way, VLC links

would not interfere with others at each height level. More-

over, we design a greedy but efficient routing method for any

pair of racks using their identifiers as inputs. Comprehensive

evaluation results indicate that our WSWDC exhibits good

topological properties and network performance.
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1 Introduction

Data centers are dominating infrastructures to support vari-

ous cloud computing applications [1]. Inside each data center,

data center network (DCN) interconnects all of the servers

and networking devices together to provide massive comput-

ing, networking and storage resources [2, 3]. Recently, many

novel DCNs have been proposed to improve the network per-

formance inside each data center. The existing wired DCNs

suffer from several inherent challenges. Firstly, large-scale

DCNs are typically constructed based on a hierarchical topol-

ogy using multiple layers of switches, e.g., Fat-Tree [4], VL2

[5], Portland [6], etc. In these designs, those core switches

become the bottleneck of network performance, and may

lead to the one-point-failure [7]. Secondly, in existing de-

signs, transmissions between servers of different racks must

pass through network devices and links at upper layers even

though they are very close physically. Thirdly, configuring

a large-scale data center network is both labor-intensive and

time-consuming [8]. Recently, several flat DCNs with homo-

geneous high-radix switches are proposed to interconnect a

large number of racks as complex topologies, such as the gen-

eralized hypercube topology and the random regular graph.

Although such flat DCNs have tackled those challenging is-

sues at some extent, they suffer non-trivial difficulties of effi-

cient routing, easy configuration and maintenance.

To solve the above problems, researchers offer diverse
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wireless networks to amend and compensate the wired net-

works. Advanced wireless communication techniques, e.g.,

free-space-optical (FSO) [9], 60 GHz radio frequency com-

munication [10] are used to interconnect racks and append a

wireless network to the wired network. In addition, there have

been some fully inter-rack wireless data centers, such as Fire-

fly [10] and projecToR [11]. All links inside a rack are wired,

but all inter-rack links across racks are wireless. Employing

these wireless communication technologies to construct wire-

less DCNs, however, usually impose infrastructure-level al-

teration and complex manipulation to existing data centers.

In this paper, we note that the emerging visible light com-

munication (VLC) technology are competent to construct an

inter-rack wireless DCN since the data rate and transmission

range of VLC links can satisfy the requirements of DCN.

VLC is being developed rapidly. It transmits data through

light and the absence or presence of light represent “0” or

“1”, respectively. The VLC links can achieve 10 Gbps data

rate without interference in the communication process [12].

Compared with FSO and 60 GHz communication, VLC has

the following advantages. First of all, the transceivers of VLC

are lower-cost and less-complicated than the other two tech-

nologies, since it uses LEDs to generate signals. Second,

VLC has higher safety to human. By contrast, 60 GHz will

produce electromagnetic radiation and FSO may hurt the eye

and skin since it uses lasers. Third, compared with 60 GHz,

VLC has better scalability. 60 GHz experiences slower re-

sponse and lower data reception rate due to the channel con-

tention among the large number of nodes [13]. Thus we be-

lieve that VLC is a promising alterative and can perform well

in data centers.

In this paper, we envision the following three design ratio-

nales to construct high-performance inter-rack wireless data

center networks: (1) fully-wireless, all inter-rack links in

the network are wireless; (2) easy-deployable, no additional

infrastructure-level augment or adjustment within data cen-

ter is needed; (3) plug-and-play, no extra centralized control

are needed to enable an arbitrary connection in the network.

The above rationales will bring profound benefits to data cen-

ters. Firstly, by constructing a complete wireless data center,

networking devices, e.g., hierarchical switches and inter-rack

cables, are no longer needed. That is, the hardware invest-

ment can be reduced reasonably. Secondly, since it needs no

extra center control operations, the configuration and work-

ing process of wireless network can be simplified. Thirdly, it

does not have to alter the physical infrastructures inside data

center, for example, alter ceiling into mirror. Thus it is easy

to install and maintain. Fourthly, the elimination of inter-rack

cables improves the air flow for more efficient cooling in data

center [14].

However, the existing wireless DCNs mainly focus on the

flexible reconfiguration of links, and they do not concern the

other two rationales. They need to impose infrastructure-level

alteration to data centers. For example, to relay the wireless

signals, Firefly and 3D BF [15] need to install reflective ceil-

ing, and ProjecToR has to install a micro-mirror array for

each launcher. Though eliminating inter-rack cables, they in-

troduce other complex facilities into data centers. Moreover,

they impose frequent and complicated control on wireless de-

vices, such as reconfigure links based on traffic prediction.

In this paper, we propose WSWDC, a VLC enabled wire-

less small-world data center to achieve the three rationales

simultaneously. The basic idea is to firstly interconnect ex-

isting racks as a regular grid topology [16], one of the most

popular topologies, using VLC links. VLC grid is simple and

easy to maintain, but suffers from long routing path in the

worst cases. To shorten the length of routing path, a few ran-

dom VLC links are carefully deployed to update the wireless

grid DCN as a wireless small-world DCN. More precisely, for

any pair of racks, a random link is added with the probability

proportional to the dth power of their distance, where d is the

dimensionality of a lattice network [17]. Thus, the introduce

of a few random VLC links can improve the DCN perfor-

mance considerably, but cause the difficulty for joint routing

using both regular and random VLC links. For this reason,

we design a greedy but efficient routing method for any pair

of racks based on the characteristics of topology. The major

contributions of this paper are summarized as follows:

• We design a novel fully wireless data center network

WSWDC, which employs VLC links to construct rack-

level wireless DCN for the first time. We first intercon-

nect racks as a regular grid topology via VLC links, and

then enhance the network performance by appending a

few random links according to small-world distribution.

WSWDC is fully-wireless, easy-deployable and plug-

and-play.

• To fully exploit the benefits of regular as well as ran-

dom VLC links, a greedy but efficient routing method

are proposed based on the characteristics of topology.

For any pair of racks, the routing method can generate

a desired path between two racks just according to their

identifiers.

• Trace-driven experiments are conducted to evaluate the

performance of WSWDC under different traffic pat-
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terns. The results indicate that our novel DCN can in-

deed achieve better network performance as expected.

The reminder of this paper is organized as follows. Sec-

tion 2 introduces the related works and background. Sec-

tion 3 reports how to construct a wireless grid topology using

VLC links and Section 4 discusses how to deploy a few ran-

dom links to update the regular grid topology as small-world

topology. Section 5 deigns the simple and efficient routing

methods for WSWDC. Section 6 evaluates the network per-

formance of WSWDC and Section 7 concludes this paper.

2 Related work and background

In this section, related works about wireless DCNs are re-

viewed. Then we introduce VLC technology and discuss the

feasibility of employing the VLC links in data center.

2.1 Wireless data center networks

Wired data centers suffer from intrinsic disadvantages, e.g.,

cabling complexity, dear hardware investment, high mainte-

nance overhead and limited scalability and flexibility. More-

over, cable bundles in wired DCNs may block airflow, re-

ducing cooling efficiency and increasing energy consump-

tion [18].

To solve the above problems, researchers introduce wire-

less transmission technologies to construct wireless links in

data centers. Among them, 60 GHz and FSO are the two

most prevalent technologies. Flyway [19] analyzes the fea-

sibility of introducing 60 GHz into data centers for the first

time. However, it constructs straight links between rack pairs,

which is easy to be blocked. And FSO can also only real-

ize line-of-sight communication. To enable out-of-sight com-

munication, 3D BF alters the ceiling into a mirror, such that

the mirror can reflect 60 GHz signals to avoid blocking [9].

Firefly uses the same method to bounce FSO signals [10].

To implement this method, the space above racks need to be

complete clearance and the height of ceiling also has strict

requirements. However, in most data centers, it is infeasible

due to the complex steel structure and air conditioning pipes

above racks [20]. Diamond proposes to install the reflector

beside racks, and constructs 3D ring reflection spaces for

server to server connections. It makes data center enclosed,

so that cooling and maintenance can be difficult. By contrast,

ProjecToR removes the huge mirror for public use, but as-

signs micromirror array and mirror assembly for each laser

dioxide [11]. However, ProjecToR has really high precision

requirement on installation and configuration, and hence is

also hard to manage and control.

Indeed, the infrastructure-level alteration and complex

control mechanism are the side effects of pursuing flexibil-

ity. Most of the existing wireless DCN designs focus on dy-

namic reconfiguration to alleviate the heavy traffic from the

hot spots. Thus they call for precise prediction of the com-

ing traffic patterns, which is certainly time-consuming and

costly. To this end, Shin uses 60 GHz technology to con-

struct a static wireless DCN [21]. However, it has poor bisec-

tion bandwidth due to severe interference among the 60 GHz

links. VLCcube [22] is another static wireless DCN. Its wire-

less links are fixed and it uses layered arrangement method

to avoid blocking without imposing infrastructure-level alter-

ations. Besides, it introduces VLC links into data centers for

the first time, and VLC links do not generate interference.

However, VLCcube does not eliminate inter-rack cables. It

deploys a wired fat-tree and a wireless Torus topology on the

same racks together. Inspired by the insight of VLCcube, in

this paper, we propose VLC enabled WSWDC and construct

a fully inter-rack wireless network with VLC links.

2.2 Introduction of visible light communication

Visible light communication (VLC) is a wireless data com-

munication method which uses the visible light between

400 and 800 THz (780-375 nm) as information carrier. It

transmits information by generating high-speed optical pulse.

VLC turns the light on to represent 1 and off to represent

0 [23]. This on-off keying is simple to generate and decode.

In effect, VLC is becoming an alternative choice for next-

generation wireless technology by offering low cost, unregu-

lated bandwidth and ubiquitous infrastructures support. This

technology is envisioned to be used in a wide range of ap-

plications in both indoor and outdoor scenarios. VLC uses

light emitting diodes (LEDs), for the dual role of illumination

and data transmission. The LED lighting system can achieve

lower power consumption and has a longer life-time com-

pared to the fluorescent lamp system. With this leading edge

technology, data can be transmitted at high speeds using LED

light. Besides, VLC transmits optical signals in free space, we

can employ this technology to achieve wireless connection in

communication system without using wired transmission me-

dia such as optical fiber.

At present, a lot of researchers are working on the devel-

opment of light-emitting diode (LED) lighting system. The

VLC positioning technology and Li-Fi transmission technol-

ogy have already been commercialized. And it is feasible
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to introduce VLC links into data centers. The equipment of

VLC is cheaper than other wireless communication technol-

ogy. But in practice, there are few DCNs utilizing VLC links.

VLCcube is the first DCN to employ VLC links [22] and it

can be seemed as two complete networks constructed on the

same set of racks, i.e., the wired Fat-Tree and the wireless

Torus. The introduced VLC links can decrease the APL and

enhance the network bandwidth. It is a hybrid network struc-

ture for data centers, so it does not achieve the fully wireless

connection. The usage of light as a source of communication

is an innovative and not-yet commercialized technology [24].

And as far as we know, our WSWDC is the first inter-rack

wireless DCN based on VLC links.

2.3 Feasibility of employing VLC links in DCNs

Here we analyze the feasibility of interconnecting racks using

VLC links. Indeed, VLC has many advantages in communi-

cation, making it feasible to be introduced into DCNs.

High data rate Under the control of microchips, LEDs

can complete switching on and off millions of times in a sec-

ond. Researchers has already achieved the 10 Gbps data rate

in 2013. In 2015, this speed has been improved to 50 Gbps

under some specific conditions. Hence, it is believed that

VLC links are competent to transmit data in a data center.

Besides, this kind of flicker can be sensed by photo detectors,

but for naked eyes, it is too quick to be caught. So it does no

harm to human body.

No interference Other wireless communication method,

for example, 60 GHz, may generate electromagnetic inter-

ference in the communication process. This means the com-

munication signals transmitting towards different directions

may interfere with each other. And it also acts as a trouble to

some electromagnetic-signal-sensitive devices. By contrast,

VLC is free from these problems. There is no radiation and

interference among communication signals, which makes it

suitable to serve as the intensive links in a data center.

Sufficient transmission range At present VLC links

are able to transmit data within 2 kilometers, and even high

power light emitting diodes are unable to achieve greater dis-

tance. But long distance results in limited date rate and vast

energy cost. If VLC links are set as that long, the data rate can

only reach 500 Mbps [13]. Fortunately, the LED based VLC

links can reach 10 Gbps data rate with 10 meters, which are

sufficient to connect two close racks in DCNs.

High security Visible light cannot penetrate opaque

objects. So the information leakage from the severer room

need no consideration. But this comes along with a problem.

Blockage on transceiver will cause the interrupt of commu-

nication. Thus to employ VLC in a data center, light paths

should be designed carefully and ensure that they are not

blocked by any infrastructure component.

However, VLC has some well-known limitations, such as

ambient light influence and line-of-sight requirement. Fortu-

nately, many techniques have been proposed to reduce the

background noise, such as Hadamard coding, Manchester

coding, turbo coding and so on. Additionally, the ambient

light condition inside a data center can be controlled on de-

mand such that the ambient light conditions will not cause se-

rious interference. The line-of-sight requirement can be satis-

fied by the carefully placement of VLC transceivers to avoid

blockage.

Besides, the successful practice of VLCcube is a strong

evidence of the feasibility. In VLCcube, VLC links are intro-

duced to interconnect racks into wireless Torus, and cables

interconnect racks into wired Fat-tree. The introduction of

VLC links does not alter infrastructure inside data center, but

improves the performance of data center significantly. How-

ever, VLCcube is a hybrid DCN. We try to establish a novel

DCN which eliminates all inter-rack cables.

3 The design of WSWDC

In this section, we illustrate the construction on equipment

level, including the placement of racks and construction of

VLC links. Specifically, we build a complete VLC enabled

inter-rack wireless grid and install transceivers for construct-

ing random links. The method for constructing random links

will be discussed in next section.

3.1 Overview of WSWDC

We have proposed three design rationales above, i.e., fully-

wireless, easy-deployable and plug-and-play. In WSWDC,

all racks are interconnected by VLC links, thus it achieves

the fully inter-rack wireless connection. Mirrors and other

devices used to change the direction of wireless signals are

not needed. All VLC links are straight line without inflection

points, and they are installed in different heights to avoid be-

ing blocked by transceivers. WSWDC is a static architecture.

It needs no centralized control operations to reconfigure its

topology.

VLC links in WSWDC can be divided into two categories,

i.e., regular links and random links. Regular links intercon-

nect racks into grid topology. Grid has been one of the most

popular DCN topologies. In a regular grid topology, each
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node in the network is connected with two neighbors along

each dimension. If the network is one-dimensional, the re-

sulting topology is a chain. Then if the network is two-

dimensional, the resulting topology is depicted in Fig. 1, and

in this paper we mainly focus on the 2D grid topology.

Fig. 1 An instance of 4×6 2D grid

Random links are introduced to further improve the wire-

less grid, such that the resulted network diameter can be

shorten reasonably. Random links are inspired by small-

world phenomenon [25]. Random links are chosen with the

probability proportional to the dth power of the distance be-

tween two racks where d is the dimension numbers of lat-

tice network, thus it can route efficiently [17]. Due to the in-

troduced random VLC links, we finally establish a wireless

small-world data center, which is shorten as WSWDC.

3.2 Placement of racks

The WSWDC is constructed based on grid, thus racks should

be located according to the location of nodes in grid topol-

ogy. Specifically, there is a one-to-one match between each

rack and each node in grid topology. This topology guaran-

tees that all nodes are reachable, and easy to route according

to their position. As a data center network, its performance is

affected by its average path length (APL).

For an m× n grid, its APL dP can be calculated as follows:

dP =

n∑

j=1

m∑

i=1

1
m2n2

[
j( j − 1)m

2
+

(n − j + 1)(n − j)m
2

+
i(i − 1)n

2
+

(m − i + 1)(m − i)n
2

],

=
1
3

(m + n − 1
m
− 1

n
). (1)

According to the properties of basic inequalities, it is easy

to derive that dP will achieve minimal value in the case of

m = n when m × n is fixed. Thus given the number of racks,

the average path length of an m× n grid will reach the least if

m and n are set as the same value. However, selecting suitable

values for m and n can reduce the network diameter, but it is

not enough. Note that the average path length of a n × n grid

increases linearly with n, leading to poor scalability.

And the grid based DCNs also suffer from other inherent

problems. The network diameter is large. Given an m×n grid,

the network diameter is m + n − 2. In this case, the two racks

locate at the two ends of grid’s diagonal line respectively.

Compared with Torus of the same size, the network diam-

eter is only (m + n)/2. And the average path length of grid

is also longer. These problems have a significant impact on

performance. So it is necessary to introduce random links to

improve its performance.

3.3 Regular VLC links

Wireless data centers connect racks without wired links to en-

able adaptive flexible network topology. Here VLC links are

introduced into grid topology to construct regular links. For

VLC, transmitting data is achieved by intensity modulation of

visible spectrum lighting emitting diodes (LEDs). The pres-

ence or absence of light on transceivers represent 1 or 0 re-

spectively. Since we do not intend to introduce any other de-

vices (e.g. mirrors) as many DCNs do, it is unable to change

the path of visible light. Thus in WSWDC, each VLC links

between racks is straight without bounce. So it need to ensure

that all light paths of VLC links will not be blocked by any

infrastructure component, for the blockage on transceivers

will cause the communication breakdown. Furthermore, it

requires that both transceivers on source rack and destina-

tion rack can fully face with each other to achieve the best

communication effect. If not, the leaked light which is not re-

ceived by the destination transceiver will lead to the energy

loss and even become an interference to other transceivers.

So for VLC links, or transceivers, reasonable layout in space

is needed.

In WSWDC, the transceivers of regular links and ran-

dom links are installed hierarchically to avoid mutual block-

ing. The regular links are only constructed between adjacent

racks, while random links often need to be constructed across

some racks. Accordingly, transceivers of regular links are in-

stalled below the upper surface of racks, and transceivers of

random links are installed above racks. For regular links, their

transceivers are installed on the side of racks, and each side

only install one transceiver. To make data center regular and

easy to maintain, transceivers should be placed on the same

position of each side. Constructed all regular links, and the

racks are connected into wireless grid network. Figure 2(a) il-

lustrates the wireless network of grid. For each transceiver, it

only communicates with its partner transceiver on the neigh-

bor rack. The only thing need to be ensured is that the two

partner transceivers should be placed on one line, thus the
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visible light emitted from one transceivers could be received

by the other. So there is no need to transform indoor envi-

ronment or design other complex devices in the installation

process.

Fig. 2 The hierarchical layout of transceivers. (a) Wireless grid on top of
racks; (b) random links on top of racks

For random links, their transceivers are installed on the

top of racks. Any two transceivers can form a random link.

Construct all random links randomly, and wireless grid is

upgraded into WSWDC, the VLC enabled inter-rack wire-

less small-world data center. The rule of constructing random

links is not discussed in this section, but it still needs to notice

that the layout of the random links is more complex than that

of regular links, since they can emit towards any direction and

the light paths may encounter massive crossover.

4 Configuration of random links

In last section, WSWDC has been built by adding random

links to wireless grid randomly. However, the complete ran-

dom method does not make good use of the small-world

phenomenon. In this section, the wireless grid DCN is aug-

mented with random links which follow the small-world-

inspired distribution. They serve as shortcuts between two

nodes and can reduce the network latency. Also, the imple-

ment of transceivers is discussed in this section.

4.1 Construction of random links

VLC links in small-world data centers are classified into two

categories, i.e. random links and regular links. To construct

wireless grid structure, the transceivers of regular links are

deployed on the side of racks and the room on top of racks

is for the deployment of random links. Figure 2(b) gives an

example of two random links. The small-world data center

topology admits diverse instantiations. For example, the num-

ber of random links and degree of each racks can vary de-

pending on the configuration. In this paper, for the purpose of

realistic deployment and low-cost, we add the degree of each

rack by one. That is to say, only one additional transceiver is

introduced on the top of each rack, and the total number of

random links is (m × n)/2.

To construct random links is to group the m×n transceivers

into (m × n)/2 pairs. Since any two transceivers can form a

random link, it is feasible to group transceivers at fully ran-

dom, but data centers can perform better by introducing some

rules. In this paper, Kleinberg’s small-world model [17] is

adopted which can promote the efficiency of routing. It re-

quires that random links are chosen with the probability pro-

portional to the dth power of the distance (i.e., their shortest

path length) between two racks, where d is the number of

dimensions of the lattice network. In grid, data can only be

transmitted along the regular links, which are either north-

south direction or east-west direction. Set the length of all

regular links as 1, and the distance of two racks can be cal-

culated as Manhattan distance, i.e., the length between these

two racks in the north-south direction plus the length in the

east-west direction. Manhattan distance can be expressed in

mathematical formula as follows,

dM(x, y) = |xi − yi| + |x j − y j|, (2)

where x and y represent racks, i is row and j is column. Since

the grid is a 2-dimension lattice network, thus in realistic de-

ployment, each rack pair is assigned a value which is propor-

tional to the square of their Manhattan distance. The value is

normalized to interval (0,1), thus it can represent the prob-

ability of their being chosen to interconnect with a random

links. Based on these values, all these transceivers can be fi-

nally grouped into pairs and form random links.

4.2 Spatial layout of random links

Transceivers need to be adjusted to different heights. On

one hand, there probably exist some VLC links blocked by

transceivers if all transceivers are set to the same height. So

these VLC links need to be raised over transceivers which

block them. On the other hand, a number of light paths in-

tersect with others. Since the LED light is not as strictly par-

allel as lasers, and the VLC transceivers have great sensitiv-

ity [13], transceivers may receive interference signals from

light path which is close to them, and they cannot distinguish

these interference signals with their own signals. So we still

need to make a hierarchical layout for these random links on

top of racks.
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To this end, we transform it as the vertex coloring prob-

lem. Typically, the vertex coloring problem assigns “colors”

to the vertices of a graph so that no edge connects two iden-

tically colored vertices. Let l to represent the minimal num-

ber of colors to reach this goal. To implement random links

based on vertex coloring problem, inter f erence graph G [20]

needs to be constructed first to describe the intersection rela-

tions among all random links. Each vertex in G corresponds

to a random link, and if two random links intersect, there is a

link between them in G. Consequently, the layout of random

links problem can be reasonably tackled based on the theory

of vertex coloring, which has been studied for many years.

The solution to vertex coloring problem derives the mini-

mal l. According to the coloring result, random links can be

divided into l groups. Random links in the same group are

fixed to the same height, thus there are l height planes above

racks. Note that an extreme case cannot be solved well where

a random link is blocked by transceivers and its transceivers

also block other links. Under this case, the coloring result

cannot fully reflect the intersection relations.

This method is easy, and has no limitation to the position of

transceivers. We can simply install them all on the top center

of racks. Thus racks are standardized and easy to reconfig-

ure. However, if the location of transceivers is flexible, we

can avoid some intersections by adjusting transceivers’ po-

sition. In this case, the number of height planes is no more

than l. But the effect of adjusting fully depends on operator’s

intelligence. So it is a challenging and interesting work.

4.3 Grid with limited range of random links

The method to construct WSWDC based on wireless grid has

been discussed above. It can guarantee that random links pos-

sess the characteristics of small-world networks. Note that the

probability of constructing a random link between two racks

is proportional to their Manhattan distance, and that is to say,

rack pairs are more likely to be connected by random links

if they are far apart. These long random links can reduce the

path length significantly, and shorten the network diameter.

However, the range of LED based VLC links is limited, and

it can keep the data rate at 10 Gbps just within 10 meters.

Thus those long random links beyond this range suffer from

drastic data rate degradation. By construct, lasers can real-

ize fast long-distance communication (in the order of kilo-

meters) with high data rate, due to its outstanding direction-

ality. Therefore, we can introduce laser transceivers to sup-

port these long random links, and use LED transceivers to

construct short random links.

There are some cases when random links need to be recon-

figured, such as scale expansion of data centers. Note that the

introduction of laser transceivers will cause reconfiguration

more complexity. It need to reinstall these laser transceivers

and even increase its amount when reconfiguration since the

layout and amount of long random links may change. Be-

sides, laser transceivers cost more than LED transceivers. So

we try to control all random links within their range.

Here restrictions are applied to the length of random links

in a simple way and the resulted topology is a variant of

small-world networks, in which random links have limited

range. To judge whether a random link is beyond range or

not, the Euclidean distance between rack pairs is calculated

first. If the distance is larger than 10 meters, we assign 0 to

their possibility value, instead of being proportional to the

square of their Manhattan distance. This can guarantee that

they will not be chosen. If the Euclidean distance between

adjacent racks is da, then the two racks connected by random

link, such as x and y, have to satisfy the following inequality:

10
da
�
√
|xi − yi|2 + |x j − y j|2. (3)

With this method, we can construct the range-limited

WSWDC. Compared with laser-enhanced WSWDC, it has

larger APL since its random links are shorter. But for range-

limited WSWDC, all racks have the same alteration and that

makes convenience for configuration, expansion and manage-

ment.

5 Routing method

In this section, we assign identifier to each rack based on

topology of WSWDC to route efficiently. There are two rout-

ing strategy in WSWDC. One is using general shortest path

algorithms to derive shortest path. The other is a greedy

method. It uses identifiers to generate paths without much

computation.

5.1 Identifier of racks in WSWDC

In a small-world data center, if we simply using MAC ad-

dresses or IP addresses to determine a rack, the small-world

topology can still provide some benefits. But the using of

identifier can bring more efficiency, especially for routing and

maintenance.

For each rack, an identifier is assigned to speed up the rout-

ing process [26]. Since WSWDC is built based on grid, a two

dimensional identifier is sufficient to distinguish every rack

in the network. The identifier of a rack located in ith row and
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jth column in WSWDC is assigned as ri j. To assign the iden-

tifiers reasonably, one of the four racks located on the ver-

texes of grid should be selected as a landmark. The chosen

landmark is denoted as r11, which represents that this rack

belongs to the first row and the first column. The rest of racks

can determine their identifiers autonomously through regular

links.

In effect, the identifiers can help a rack get the relative po-

sition of any destination rack and generate a path along reg-

ular links towards the destination rack easily. This routing

method is simple and the time complexity is O(1). But the

path generated by this routing method does not contain ran-

dom links which can serve as shortcuts. Here we have two

routing strategies to utilize random links to decrease the num-

ber of hops between two racks, 1) searching out the shortest

paths with traditional algorithms like Dijkstra and Floyd, or

2) derive a path through a light-weight greedy algorithm. The

details are specified in the subsections below.

5.2 Routing with shortest path algorithms

Obviously, transmitting packets with the shortest paths con-

sumes least time consumption. In fact, given a pair of source

rack and destination rack, general algorithms, e.g., Dijkstra

or Floyd algorithms can be employed to deriving the short-

est path. In this strategy, each rack needs to precompute the

shortest path to all destination racks and maintain a routing

table. Computing the shortest paths in advance can reduce

congestion and latency, thus increase the bandwidth.

There are a few disadvantages of computing the routing ta-

ble. First, every rack needs to maintain an routing table. The

size of this table is proportional to the size of data center,

and each rack needs to store such a table locally. Thus such

routing method is neither space-efficient nor scalable. Sec-

ond, the algorithm to find the shortest path usually has high

complexity. For example, the Floyd algorithm has the com-

puting complexity of O(n3), and the Dijkstra algorithm has

the computing complexity of O(n2). For these reasons, we

prefer a greedy yet light-weight alternative to decrease the

resulted computation cost.

5.3 Routing with greedy algorithms

To achieve both low touting complexity and acceptable path

length, we propose a greedy routing method. With this

method, the next hop can be determined only based on the

identifiers of the current rack and the destination rack. Specif-

ically, assuming that a packet’s current location is ri j, and

the destination rack is rmn. There are five racks at most con-

necting with ri j through VLC links. It needs to compute the

Manhattan distance between these racks and rmn respectively.

And the neighboring rack with minimal Manhattan distance

to rmn will be selected as the next hop for the packet. The reg-

ular links guarantee that it can always find a rack with smaller

Manhattan distance to rmn than ri j. And the random links may

shorten the path length significantly in one step.

Compared with the routing based on shortest paths, this

method performs better in terms of computing complexity

and time complexity. Besides, each rack only needs to store

the information of racks directly connected with it. However,

greedy routing method may generate longer paths rather than

shortest paths, since the shortest paths are searched out based

on the global topology. Thus to derive a shorter path with the

proposed greedy routing algorithm, we allow ri j to search its

neighbors up to k hops away to make greater use of random

links. We call this method as greedy_k routing, and describe

as follow:

Among all racks at most k hops away from ri j, find the rack

with the minimal distance which is computed as the Manhat-

tan distance between itself and rmn plus the hops from itself

to ri j. Then choose the shortest path from ri j to this selected

rack.

To implement the greedy_k routing algorithm, each rack

has to maintain a routing table to record its neighbors within

k hops. Each entry in this table represents one rack, contain-

ing its identifier, the shortest path from it to the current rack

and the length of this path. Algorithm 1 depicts this strategy.

Our experiments show that k = 3 can achieve the best balance

between the reduced path length with the increased storage.

Algorithm 1 Greedy_k routing algorithm

Require: source rack rS , destination rack rD and k.

Ensure: the greedy routing path P

1: while rS � rD do

2: for i = 1 to k do

3: S i ← racks i hops away from rS ;

4: for j = 1 to |S i | do

5: r j ← the jth rack in S i;

6: dM ←Manhattan distance between r j and rD;

7: r j .d ← dM + i;

8: end for

9: end for

10: rnext ← f ind(r,min{r.d});
11: Pn ← the shortest path from rS to rnext in routing table;

12: P← P ∪ Pn;

13: rS ← rnext ;

14: end while

15: return P;
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6 Performance evaluation

In this section, we evaluate the performance of our WSWDC.

We first compare WSWDC with other wireless DCNs quali-

tatively. Then we introduce the settings and methodologies to

quantitatively compare WSWDC with grid in terms of both

topological properties and network performance.

6.1 Qualitative comparison

We first compare WSWDC with three wireless data centers

qualitatively, i.e., Firefly, 3D BF and VLCcube. Firstly, the

three topologies employ the Laser, 60 GHz and VLC to es-

tablish the wireless links respectively. Our WSWDC also em-

ploys the VLC links, and it achieves the fully wireless con-

nection in inter-rack level while VLCcube still needs wired

links to connect racks. Secondly, Firefly and 3D BF are flexi-

ble, and the links can be reconfigured according to the under-

lying traffic demand. By contrast, VLCcube and WSWDC are

static architectures, and they maintain stable topologies over

racks. In this way, the non-trivial computing cost caused by

reconfiguration can be significantly avoided, and the routing

complexity can be simplified. Thirdly, both Firefly and 3D

BF have to impose infrastructure-level alteration on the ex-

isting production data centers, e.g., redecoration of the ceil-

ings and introducing complex devices. However, VLCcube

and WSWDC do not need these alterations.

Fourthly, VLCcube and WSWDC are plug-and-play. Once

the fabrics are established, no extra control or coordination

mechanisms are needed any more. On the contrary, Firefly

and 3D BF design their wireless links based on complicated

mechanical or electrical control operations. Moreover, Fire-

fly and 3D BF need precise traffic prediction which is also a

time-consuming task in dynamic network systems.

Therefore, WSWDC achieves the inter-rack wireless and

stable connection with VLC links. It meets the three design

rationales proposed in this paper.

6.2 Setting and methodology of evaluation

In this section, NS3, a professional network simulator, is

employed to compare our WSWDC with grid in terms of

throughput and latency. For both WSWDC and grid, plac-

ing the racks into a square leads to shorter network diameter

than a rectangle. Thus, we generate these two structures with

the size of n × n. The bandwidth of each VLC link is set as

10 Gbps. For both networks, according to setting in [27], the

link delay is set as 1 ms. With the above basic setting, we

compare their topological characteristics, the complexity of

routing algorithms, and moreover, the network performance.

Besides, in WSWDC, we set the distance between two adja-

cent racks as 1.5 meters. And we also compare the WSWDC

only using VLC links with WSWDC enhanced by lasers.

In our evaluations, we consider two traffic patterns which

are introduced in [16, 28]:

Uniform random traffic: In this case, source racks select

random destination racks with uniform random probability.

Thus packets are distributed evenly in the whole network so

that no persistent bottlenecks are generated [16]. This pattern

is like the shuffle phase of a MapReduce task with uniform

distributions [28].

Local random traffic: This traffic pattern is generated to

evaluate the performance of network under unbalanced work-

load. Here we generate random but nonuniform flows in net-

work. Specifically, we let the first 12.5 percent of the net-

work (the lowest rows) bear the 25 percent of traffic, and the

remaining 75 percent traffic is spread uniformly among the

whole network [16].

6.3 Topological properties

In this part, we qualify several topological metrics, including

the bandwidth, path length and time complexity of different

routing methods. We compare these parameters among dif-

ferent topologies and under diverse network scale. The path

length is generated by several routing patterns.

6.3.1 Network bandwidth

Bandwidth is the data transferred at one time [29]. Fig. 3(a)

compares the bandwidth between WSWDC and grid. Defi-

nitely, bandwidth in both networks increases rapidly with the

scale of networks. WSWDC offers higher network bandwidth

than grid, due to those introduced random VLC links. The

bandwidth of WSWDC is approximately 1.26 times on aver-

age higher than that of grid, and there exist a slightly decrease

in this ratio with the growth of n. This ratio varies from 1.28

to 1.26 when n increases from 10 to 50. This is because the

growth rate of regular links is higher than that of random links

with the increase of n.

6.3.2 Average path length

The length of a routing path denotes the number of hops from

the source to destination along the routing path [30]. Using

general shortest path algorithms can find the shortest path.

We determine the shortest path length from each node to all

others using Dijkstra algorithm, and calculate the average
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length of all these paths. Figure 3(b) demonstrates the short-

est path length under different network scale, and makes com-

parisons between WSWDC and the traditional grid topolo-

gies. The legend “WSWDC_R” represents the WSWDC

whose links have range limitation, and “WSWDC_L” rep-

resents the WSWDC enhanced by laser which conquers the

limited range of VLC links.

Fig. 3 The impact of the network size on the performance of three meth-
ods under data center networks. (a) Total network bandwidth; (b) dijkstra
path length; (c) greedy_1 path length; (d) greedy_3 path length

We can see that the average path length grows with the net-

work size linearly. Under all network scale, the shortest path

lengths in WSWDC are much shorter than that of grid, and

is about 68% less on average. Among the WSWDC, employ-

ing laser achieved shorter path length, and the advantage is

amplified with the increase of network size.

Figures 3(c) and 3(d) demonstrate the path length achieved

by greedy algorithm. Greedy algorithm is less cost than Di-

jkstra algorithm, and we use it to generate path between all

nodes on each topology. The pattern in which each node is

only aware of its direct neighbors is named as greedy_1.

Here we also compare the performance with greedy_3 algo-

rithm. In greedy_3 pattern, each node using greedy routing

is aware of its three hop neighbors. When make comparisons

between WSWDC and grid, we can get the similar conclusion

to what we analyzed for shortest path algorithm. Moreover,

the greedy_3 routing performs far better than the greedy_1

routing, and it makes a 36% decrease on path length on aver-

age.

Since each WSWDC node only uses a small amount of

information for greedy routing, the average path length is

longer than the Dijkstra path length which is determined us-

ing global information. The greedy_1 path length is 43%

longer, while the greedy_3 path length is just 11% longer than

Dijkstra path length on average.

6.3.3 Routing complexity

We further measure the consumed time caused by calculat-

ing routing paths in different topologies. As depicted in Fig.

4, the time-consumption of these different routing algorithms

shows similar increasing trends. But we can also see that they

are not on the same order of magnitude. Greedy_1 routing is

the fastest method. It is about 10 times faster than greedy_3

routing. The time consumption of Dijkstra is extremely high,

and it is about two orders of magnitude higher than greedy_3

routing. Consider that the gap of path length between them is

not big, the optimal routing using Dijkstra algorithm may not

be widely accepted.

On the other hand, the greedy routing algorithm run-

ning on WSWDC_R is more time-consuming than that on

WSWDC_L when n is relatively high. Because this algo-

rithm needs more hops to deliver a packet on average due

to its shorter random links. But for Dijkstra algorithm, the

two results are similar, since it has approximately the same

computation load on these two topologies.

6.4 Network performance

In this section, we evaluate the network performance of

WSWDC and grid in terms of network throughput and la-

tency. The latency here is depicted as the average finish time

of all flows. Under each of the two traffic patterns, we vary

the network scale by adjusting the value of n, and observe the
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Fig. 4 Routing complexity. (a) Dijkstra; (b) greedy_1; (c) greedy_3

changing trends of the network throughput and latency. To

reveal the impact of flow size on the network performance,

we use two kinds of flows, and the average size of each flow

are 4 Mb and 12 Mb respectively. In each test, the network

throughput is depicted as the ratio of the real throughput be-

tween WSWDC and grid in each kind of parameter setting.

6.4.1 Network performance under uniform random traffic

In the setting of uniform random traffic pattern, the source

and destination server of each flows are all selected randomly.

We inject n2 batched random flows into each network topol-

ogy to evaluate the network performance.

We first fix the maximum flow size as 4 Mb, and adjust

the network scale by increasing n from 10 to 30. For all

networks the throughput increases significantly. That is be-

cause the networks are capable to accommodate more flows

with the incensement of n. Figure 5 depicts the ratio of the

real throughput of WSWDC and grid. We can see that the

throughput of WSWDC_R and WSWDC_L are 1.45 and 1.70

times greater on average than that of grid respectively when

the flow size is fixed to 4 Mb. Increase the flow size to 12

Mb, the real throughput of the three networks grow dramat-

ically, while the ratio decrease to 1.19 and 1.25 respectively.

The two types of WSWDCs outperform grid for all cases due

to their shorter path length.

Figure 6 shows the average packet delivery latency. The

measured packet delivery latency reflects the trends of the

paths lengths. The latency of WSWDC_L is a bit smaller than

that of WSWDC_R, while the latency of grid is the largest.

When the flow size is 4 Mb, the latencies grow steadily, and

gaps among different networks expand with the increase of n.

The average latency of grid is about 8% and 7% larger than

that of WSWDC_L and WSWDC_R respectively. When the

flow size grows to 12 Mb, the latency also increases. Besides,

the latency and throughput in WSWDC_R is just slightly

less than that in WSWDC_L, which means the WSWDC can

achieve satisfying effect without introducing lasers under this

traffic pattern.

Fig. 5 Throughput under uniform random traffic. (a) Using 4Mb flows; (b)
using 12Mb flows

6.4.2 Network performance under local random traffic

In this traffic pattern, workload is unbalanced. We generate

random but nonuniform flows in network. Specifically, we let

the first 12.5 percent of the network (the lowest rows) bear

the 25 percent of traffic, and the remaining 75 percent traffic

is spread uniformly among the whole network [16].

The lack of uniformity in this traffic pattern generates an

unbalanced utilization of network resource. In this experi-

ment, we first set the flow size as 4 Mb, and measure the

throughput and latency under diverse network scales by rang-

ing n from 10 to 30. Figure 7 and Fig. 8 report the evaluation

results. Figure 7 depicts the ratio of the real throughput of

WSWDC and grid. The throughput here has similar trends

to that under uniform random traffic pattern. WSWDC can

achieve higher throughput due to the introducing of random

links. We can also find that the WSWDC_L which enhanced
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by lasers can achieve higher throughput than WSWDC_R

when the flow size is 4 Mb. When the flow size is 12 Mb,

the two kinds of WSWDC achieve almost the same through-

put.

Fig. 6 Latency under uniform random traffic. (a) Using 4Mb flows; (b)
Using 12Mb flows

Fig. 7 Throughput under local random traffic. (a) Using 4Mb flows; (b)
using 12Mb flows

Figure 8 shows the average packet delivery latency. In this

traffic pattern, the unbalanced workloads affect the overall

performance of networks. So it causes higher latency than

uniform random traffic. For WSWDC_R and WSWDC_L,

the latency grows smoothly and slowly just like the trends

under uniform random traffic. But for grid, the latency grows

more sharply and fluctuates more widely, since its path is

longer in length and less in quantity.

Fig. 8 Latency under local random traffic. (a) Using 4Mb flows; (b) Using
12Mb flows

In summary, WSWDC achieves better network perfor-

mance than grid under both uniform and local random traffic.

It achieves the larger throughput and less latency.

7 Conclusion

In this paper, we propose VLC enabled WSWDC, an

easy-deployable and high-performance inter-rack wireless

DCN structure. It satisfies the three rationales we proposed.

WSWDC employs VLC technology to achieve the fully inter-

rack wireless connections for the first time. It is constructed

based on grid. Inspired by small-world phenomenon, random

links are introduced to optimize topology parameters, such as

average path length and network diameter. The placement of

racks is also considered to optimize these parameters. Thus it

can achieve better network performance, such as throughput

and latency. Besides, greedy algorithm based on its topology

are proposed for efficiency routing. Using identifiers assigned

to racks, it is easy to generate a routing path for packets. The

experiments show that under both uniform random and local

random traffic, the WSWDC can achieve larger throughput

and less packet delivery latency than Grid.
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