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Abstract This study addresses the problem of Chinese mi-

croblog opinion retrieval, which aims to retrieve opinionated

Chinese microblog posts relevant to a target specified by a

user query. Existing studies have shown that lexicon-based

approaches employed online public sentiment resources to

rank sentiment words relying on the document features. How-

ever, this approach could not be effectively applied to mi-

croblogs that have typical user-generated content with valu-

able contextual information: “user–user” interpersonal inter-

actions and “user–post/comment” intrapersonal interactions.

This contextual information is very helpful in estimating the

strength of sentiment words more accurately. In this study,

we integrate the social contextual relationships among users,

posts/comments, and sentiment words into a mutual rein-

forcement model and propose a unified three-layer hetero-

geneous graph, on which a random walk sentiment word

weighting algorithm is presented to measure the strength of

opinion of the sentiment words. Furthermore, the weights of

sentiment words are incorporated into a lexicon-based model

for Chinese microblog opinion retrieval. Comparative exper-

iments are conducted on a Chinese microblog corpus, and the

results show that our proposed mutual reinforcement model

achieves significant improvement over previous methods.
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1 Introduction

With the rapid growth of Web 2.0 technologies, microblog-

ging has become an important form of communication. It is

very convenient for people to share personal attitudes and

feelings with others by publishing brief posts and comments

on microblog platforms such as Twitter and Sina Weibo.

These opinions are very helpful for other users to make de-

cisions and obtain valuable feedback, and could be widely

used in business intelligent applications such as product sur-

veys, recommendation systems, and advertisement analysis

[1]. Therefore, opinion mining research, including opinion

retrieval, sentiment classification, and opinion summariza-

tion, has attracted considerable interest from both academic

researchers and commercial companies [2–5]. This study fo-

cuses on the problem of Chinese microblog opinion retrieval,

which aims at finding people’s opinions or subject attitudes

towards some objects from user-generated data on a Chinese

microblog platform. The fundamental challenge of the prob-

lem is how to identify those query-related opinions, and then

design an optimal model to combine the topical relevance and

opinion to produce a single ranking.

Currently, several related works [5–10] considered opin-
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ion retrieval as a two-stage method. In the first stage, rele-

vant documents are retrieved by their relevance scores (e.g.,

term frequency–inverse document frequency (TF–IDF) value

or language model). In the second stage, an opinion score

(the ranking score of to what extent it is subjective or objec-

tive) is calculated for each retrieved document by using ma-

chine learning methods, lexicon-based statistical approaches,

or some other methods. Finally, an overall score combin-

ing the two scores is computed to re-rank the retrieved doc-

uments. Most existing approaches have employed a linear

combination of relevance score and opinion score.

Nevertheless, the two-stage methods suffer from a lack of

adequate theoretical support and, hence, unified opinion re-

trieval models were proposed [11–17]. Typical unified mod-

els, such as generative models [12], topic models [14], and

learning to rank [15], directly mine the relevant opinions

for documents ranking and, thus, have the advantage of ex-

pressing the users’ information requirements more straight-

forwardly and effectively. However, most existing approaches

for calculating opinion scores have been based on sentiment

lexicon, which was assumed to be uniformly distributed or

only weighted according to the document information on an

external dataset. In fact, it is not reasonable that different sen-

timent words in one document have the same opinion strength

or that the same sentiment word from different documents

has the same opinion strength. For example, “unpredictable”

is negative in an electronics document while it is positive

in a movie document. Microblog posts are potentially net-

worked through user connections, which may contain useful

semantic clues that are not available in the purely short posts.

Moreover, microblogs are user-generated content and con-

tain rich user contextual interaction information that would

benefit from text-mining tasks such as social contextual rec-

ommendation [18], sentiment lexicon construction [19], and

sentiment classification [20], and this contextual information

is very helpful for weighting sentiment words.

In this paper, we propose a novel mutual reinforcement

(MR) model for ranking sentiment words that incorporates

user-level contextual relationships: “user–user” interpersonal

interactions and “user–post/comment” intrapersonal interac-

tions. First, the social contextual relationships among users,

posts/comments, and sentiment words are used to construct

a unified three-layer heterogeneous graph, on which a ran-

dom walk sentiment word weighting algorithm is presented

to measure opinion strength of the sentiment words more pre-

cisely. Then, the weights of sentiment words resulting from

our MR model are incorporated into two typical unified re-

trieval models (i.e., generativemodel and learning to rank) for

Chinese microblog opinion retrieval. Finally, a real dataset is

constructed from the Chinese microblog platform Sina Weibo

and experimental results show that when evaluated on the real

dataset, the proposed model can achieve more effective opin-

ion retrieval performance compared with two other state-of-

the-art opinion retrieval methods. The main contributions of

the paper are three-fold.

• A MR framework is presented to incorporate microblog

user-level contextual relationships (i.e., “user–user” in-

terpersonal interactions and “user–post/comment” in-

trapersonal interactions) for sentiment word weighting.

• A solid mathematical description for the three-level

(i.e., user– post/comment–sentiment words) MR rank-

ing is provided and the convergence of the algorithm is

guaranteed.

• The effectiveness of the proposed three-level MR senti-

ment word ranking algorithm is examined in the context

of Chinese microblog opinion retrieval.

The rest of this paper is organized as follows. In Section 2,

we review related work on opinion retrieval. Section 3

presents our MR model for opinion retrieval. We evaluate our

model with comparative experiments and the results are pre-

sented in Section 4. Finally, in Section 5, the paper is con-

cluded and future work is suggested.

2 Related work

2.1 Two-stage model

Opinion retrieval has attracted much attention recently. Many

research institutions have presented work on opinion re-

trieval, such as the Text Retrieval Conference (TREC), NII

Testbeds and Community for Information access Research

(NTCIR) Project, and the Chinese Opinion Analysis Evalu-

ation (COAE) [2–4]. Previous work has adopted a two-stage

approach. In the first stage, this approach mostly uses a clas-

sic retrieval model such as a language model or BM25 model.

Most research focuses on the second stage, that is, opinion

identification. Zhang et al. proposed a three-component opin-

ion retrieval algorithm [6]. They retrieved the relevant doc-

uments in the first component. Then, a support vector ma-

chine (SVM) classifier was built to identify opinionative doc-

uments in the second stage. Finally, multiple strategies were

used to rank the retrieved relevant opinionative documents

in the third component. Santos et al. proposed a novel ap-

proach that integrated the proximity of query terms to sub-
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jective sentences identified from the retrieved documents for

blog opinion retrieval [7]. The divergence from randomness

(DFR) proximity model was extended to integrate the prox-

imity of query terms to the subjective sentences that were

identified by two opinion-detection techniques. Jiang et al.

used both target-dependent and context-aware approaches for

target-dependent sentiment classification of tweets [8]. Wang

et al. addressed the task of hashtag-level sentiment classifica-

tion and proposed a graph model that effectively incorporated

the sentiment information from tweets, the literal meaning of

hashtags, and hashtags co-occurrence relationships to tackle

the task [9]. Hu et al. studied the problem of interpreting

emotional signals for unsupervised sentiment analysis [10].

To verify the existence of emotional signals, the exploratory

study was conducted on two Twitter datasets via statistical

hypothesis testing first, and then the signals were incorpo-

rated into an unsupervised learning framework for sentiment

analysis.

2.2 Unified opinion retrieval model

As the two-stage model suffers from the lack of adequate

theoretical support, the unified opinion retrieval model has

become a topic of considerable research interest. Eguchi and

Lavrenko proposed a probabilistic generative language model

for opinion retrieval at the sentence level [11]. The sentiment

relevance models and topic relevance models were combined

into a unified model considering the topic dependence of the

sentiment. Zhang and Ye focused on retrieving relevant opin-

ions over general topics and proposed a formal probabilis-

tic generation model that unifies topic relevance and lexicon-

based sentiment [12]. Huang and Croft paid attention to the

problem of representing the information need for opinion re-

trieval [13]. They proposed an opinion relevance model to

represent the information need. Then a unified opinion re-

trieval model was developed by computing the Kullback–

Leibler (KL) divergence between the two probability distri-

butions of the opinion relevance model and document model.

Mei et al. proposed a new probabilistic topic–sentiment mix-

ture (TSM) model that could learn general sentiment models

and extract topic models for topic–sentiment analysis on We-

blogs [15]. The topic life cycles and the associated sentiment

dynamics could also be extracted by this model.

Some efforts have also been made to explore other meth-

ods. Luo et al. proposed a ranking model for opinion retrieval

in Twitter [14]. They incorporated social and opinionated

information into a learning-to-rank (LTR) model for tweets

opinion retrieval.

2.3 Social contextual information for text mining

Recently, contextual information in social media such as mi-

croblogs has been effectively exploited to enhance the per-

formance of text-mining algorithms. Li et al. [5] constructed

a new information representation, namely topic–sentiment

word pairs, to capture intra-sentence and inter-sentence con-

textual information. Finally, a unified graph-based model was

proposed to rank documents for opinion retrieval by com-

bining the two types of contextual information. Jiang et al.

[18] proposed a social contextual recommendation frame-

work based on a probabilistic matrix factorization method to

incorporate individual preference and interpersonal influence

to improve the accuracy of social recommendation. Feng et

al. [19] integrated the emoticons and candidate sentiment

words in the microblogs to construct a two-layer graph, on

which a random walk is run to extract the top-ranked words

as a sentiment lexicon. Li et al. [21] proposed a novel learning

framework to exploit the reviewer and product information

for review rating prediction. A tensor-based method was pre-

sented to represent the relationship among reviewers, prod-

ucts, and text features. Hu et al. [20] proposed a novel socio-

logical approach (SANT) that can utilize sentiment relations

between messages to facilitate sentiment classification and

effectively handle noisy Twitter data.

In addition to the document information, social media

channels such as microblogs have social context information

that can be used to estimate the strength of sentiment words

more precisely. Different from previous works [18–22], our

proposed model exploits more user-level social contextual

information, and then integrates the contextual information

with document information for enhancing the performance

of Chinese microblog opinion retrieval.

3 Proposed methods

In this section, we first introduce the MR model that ex-

plicitly integrates “user–user” interpersonal relationships and

“user–post/comment” intrapersonal relationships into a uni-

fied ranking framework. Second, the convergence of our pro-

posed MR model is investigated. Finally, we describe how

opinion retrieval can be improved by a MR model.

3.1 MR model for sentiment lexicon weighting

In this section, a three-layer MR graph is constructed to take

advantage of the homogeneous relationships among users,

posts/comments, and sentiment words. Then, based on the
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heterogeneous graph, a unified random walk sentiment word

weighting algorithm is present to capture more precisely the

strength of the sentiment words. Figure 1 shows an overview

of the heterogeneous graph.

Fig. 1 The MR graph

Without loss of generality, let U = {u1, u2, . . . , un} be a

user set, P = {p11, . . . , p1m1 , . . . , pn1, . . . , pnmn } be a post set,

C = {c11, . . . , c1k1 , . . . , cn1, . . . , cnkn} be a comment set, and

T = {t1, t2, . . . , th} be a sentiment word set. In the user level,

if user ui follows user u j, a direct edge from ui to u j is cre-

ated. When user ui published post pik or cim, we connect ui

with pik or cim. In the post/comment level, if a user ui writes

a comment cim for a post p jk, then cim is linked to p jk. An

edge from a post or comment to a sentiment word t j denotes

that this sentiment word is included in that post or comment.

As a result, the MR graph is formed with three layers for

users, posts/comments, and sentiment words. The strength of

sentiment words can be ranked according to the MR effects

between users, posts/comments, and sentiment words. Table

1 provides a list of variables.

The MR model over the heterogeneous graph is proposed

based on the following MR principles.

1) The authority of a user is high if: (i) the user published

posts or comments with high quality; (ii) they use important

words; (iii) they are followed by other high-authority users.

The ranking score of a user is defined as

Aur(r+1)(ui) = α1

∑

u∈Folui

1
|Folui |

Aur(r)(u)

+β1[
∑

p∈Pui

Qual(r)(p) +
∑

c∈Cui

Qual(r)(c)]

+γ1
∑

t∈Tui

Imp(r)(t). (1)

2) The quality of a post is high if: (i) it is published by

a high-authority user; (ii) it is associated with high-quality

comments; (iii) it contains important sentiment words. The

ranking score of a post is written as

Qual(r+1)(pi j) = α2Aur(r)(ui) + β2
∑

c∈Cpi j

Qual(r)(c)

+γ2
∑

t∈Tpi j

Imp(r)(t). (2)

3) A comment is of high quality if it is published by a high-

authority user, and contains important sentiment words. The

ranking score of a comment is described as

Qual(r+1)(ci j) = α3Aur(r)(ui) + γ3
∑

t∈Tci j

Imp(r)(t). (3)

4) A sentiment word is important if it is used by high-

authority users and contained in high-quality posts and com-

ments. The ranking score of a sentiment word is defined as

Imp(r+1)(ti) = β4[
∑

p∈Pti

1
|Pti |

Qual(r)(p)

+
∑

c∈Cti

1
|Cti |

Qual(r)(c)]

+α4

∑

u∈Uti

1
|Uti |

Aur(r)(u). (4)

Table 1 Summary of symbols used in the paper

Symbol Description

r The rth iteration

Aur(r)(u) The ranking score of user u

Qual(r)(p) The ranking score of post p

Qual(r)(c) The ranking score of post comment c

Imp(r)(t) The ranking score of sentiment word t

Folui The set of users following ui

Pui The set of posts published by ui

Cui The set of comments published by ui

Tui The set of sentiment words used by ui

Cpi j The comments of post pi j

Tpi j The words pi j contains

Tci j The words ci j contains

Uti Users using ti
Pti Posts containing ti
Cti Comments containing ti

3.2 Convergence of our MR methods

As one of the fundamental problems of the iteration algo-

rithm, the convergence of the presented algorithm is investi-

gated in this section. Inspired by [22], we formulate our MR
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method in the following format:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

R(r+1)
U = α1UUR(r)

U + β1UPR(r)
P + β1UCR(r)

C + γ1UTR(r)
T ,

R(r+1)
P = α2PUR(r)

U + β2PPR(r)
P + β2PCR(r)

C + γ2PTR(r)
T ,

R(r+1)
C = α3CUR(r)

U + β3CPR(r)
P + β3CCR(r)

C + γ3CT R(r)
T ,

R(r+1)
T =α4TUR(r)

U + β4TPR(r)
P + β4TCR(r)

C + γ4TTR(r)
T ,

(5)

where UU denotes the U–U affinity matrix, UP denotes the

U–P affinity matrix, UC denotes the U–C affinity matrix, UT

denotes the U–T affinity matrix, and so on. Here

W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

α1 β1 β1 γ1

α2 β2 β2 γ2

α3 β3 β3 γ3

α4 β4 β4 γ4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

is the weight matrix for balancing the relative weight of the

user, post, comment, and sentiment word.

The coefficients in Eq. (5) correspond to a block matrix,

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

α1UU β1UP β1UC γ1UT

α2PU β2PP β2PC γ2PT

α3CU β3CP β3CC γ3CT

α4TU β4TP β4TC γ4TT

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6)

From the above relationships, we know that PP, CP, CC ,

and TT are all zero matrices.

Let

R =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

RU

RP

RC

RT

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

To make R converge to a stationary vector, we must force M

to be stochastic and irreducible using the following steps: (i)

split M into four matrices by column, and let X denote any of

the four diagonal block matrices, such as
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

UU

PU

CU

TU

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

UP

PP

CP

TP

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

UC

PC

CC

TC

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, and

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

UT

PT

CT

TT

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;

(ii) find the columns that contain all zero elements in X, and

replace these columns by �e/k (�e is the column vector of all

ones and k is the line order of the matrix X̄); (iii) replace X

by X̄ in M, and let M̄ replace M.

Since the edges in the graph represent the interactions

among the user, post/comment, and sentiment word, the

graph ensures that W � 0. It is easy to make W column

stochastic, and we can prove M̄ is a stochastic matrix as fol-

lows.

Theorem 1 We have that M̄ is column stochastic.

Proof Let A(k), B(k), C(k), and D(k) denote the four blocks in

the column of M̄ (k = 1, 2, 3, 4). Here α1–α4, β1–β4, and γ1–

γ4 are the corresponding weight coefficients. Then the weight

matrix W meets the following conditions:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑
i X̄

(1)
i j = α1

∑
i Ai j

(1) + α2
∑

i Bi j
(1) + α3

∑
i Ci j

(1)

+α4
∑

i Di j
(1) = α1 + α2 + α3 + α4= 1,

∑
i X̄

(2)
i j = β1

∑
i Ai j

(2) + β2
∑

i Bi j
(2) + β3

∑
i Ci j

(2)

+β4
∑

i Di j
(2) = β1 + β2 + β3 + β4= 1,

∑
i X̄

(3)
i j = β1

∑
i Ai j

(3) + β2
∑

i Bi j
(3) + β3

∑
i Ci j

(3)

+β4
∑

i Di j
(3) = β1 + β2 + β3 + β4= 1,

∑
i X̄

(4)
i j = γ1

∑
i Ai j

(4) + γ2
∑

i Bi j
(4) + γ3

∑
i Ci j

(4)

+γ4
∑

i Di j
(4) = γ1 + γ2 + γ3 + γ4 = 1.

(7)

Next, M̄ is made irreducible. According to the PageRank

model, a surfer accesses a page with a tiny probability from

one page to another. Thus, one more adjustment, to make P

irreducible, is implemented:

X̄′=bX̄ + (1 − b)A/n, (8)

where A is a matrix of all ones, n is the line order of the matrix

X̄, and b is set to 0.85 in reference to PageRank. We finally

replace X̄ by X̄′ in M̄, and let M̄′ replace X̄′. �

Theorem 2 We have that M̄′ is irreducible.

Proof In the graph M̄′, let P1, P2, P3, P4 be the graph corre-

sponding to the diagonal block matrix UU , PP,CC , TT . Every

node is now directly connected to every other node in P1.

Meanwhile, we note that for any one node ni in P1, there ex-

ists at least one node n j in P2 linking ni. In the same way,

there exists at least one node nk in P3 linking one node n j

in P2, and at least one node nl in P4 linking one node nk in

P3, so the graph corresponding to M̄′ is strongly connected.

Thus, M̄′ must be irreducible. �

As a result, M̄′ is stochastic and irreducible. Since each el-

ement is nonnegative in M̄′, M̄′ is primitive and the spectral

radius ρ(M̄′) is 1. The eigenvector of M̄′ can be computed

when the eigenvalue is equal to 1. Thus, the power method

will converge to the stationary vector R:

M̄′R = R. (9)

Finally, an iterative algorithm can be developed to solve
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Eq. (5). For convenience in the algorithm, M̄′ is rewritten as

G =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

α1G11 β1G12 β1G13 γ1G14

α2G21 β2G22 β2G23 γ2G24

α3G31 β3G32 β3G33 γ3G34

α4G41 β4G42 β4G43 γ4G44

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (10)

The details of algorithm are described in the following.

Algorithm Obtain the unique eigenvector R

Input: R(0) is a random vector and |s| = 1.

Output: R(r)

1: r ← 0, η;

2: while (η < 10−3);
3: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

R(r+1)
U =α1G11R

(r)
U + β1G12R

(r)
P + β1G13R

(r)
C

+ γ1G14R
(r)
T ,

R(r+1)
P =α2G21R

(r)
U + β2G22R

(r)
P + β2G23R

(r)
C

+ γ2G24R
(r)
T ,

R(r+1)
C =α3G31R

(r)
U + β3G32R

(r)
P + β3G33R

(r)
C

+ γ3G34R
(r)
T ,

R(r+1)
T =α4G41R

(r)
U + β4G42R

(r)
P + β4G43R

(r)
C

+ γ4G44R
(r)
T ;

;

4:

η← max

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∥∥∥∥R(r+1)
U − R(r)

U

∥∥∥∥
2

2∥∥∥∥R(r+1)
P − R(r)

P

∥∥∥∥
2

2∥∥∥∥R(r+1)
C − R(r)

C

∥∥∥∥
2

2∥∥∥∥R(r+1)
T − R(r)

T

∥∥∥∥
2

2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

;

5:
r ← r + 1;

6: End of while;

7: Return R(r) = [R(r)
U R(r)

P R(r)
C R(r)

T ].

3.3 Improvement of opinion retrieval using the MR model

In this section, we introduce two state-of-the-art unified

lexicon-based opinion retrieval models, and then discuss how

to improve these models using our proposed model.

Zhang and Ye [12] in their generation unified model

(GUM) assumed that the latent variable s is a pre-constructed

bag-of-words sentiment thesaurus, and all sentiment words si

are uniformly distributed. It then ranks the document accord-

ing to the probability that the document d contains relevant

opinions to query q, which is given by

p(d|q, s) ∝ 1
|s|
∑

i

p(si|d, q)p(q|d)p(d). (11)

Obviously, it is unreasonable to assume that the sentiment

words in GUM are uniformly distributed and weighted by just

relying on the co-occurrence of the sentiment word and query

word inside the document. To enhance the performance of the

algorithm, we replace the weight of sentiment words si with

our MR model.

Luo et al. [14] proposed an LTR model integrating social

features and opinionated features in addition to traditional

topic-relevant features. A corpus-derived lexicon was used to

construct an opinion score for each tweet. In particular, the

opinionate score of each tweet d is calculated by the average

opinion over certain terms. The presented method uses the

chi-squared value to estimate the opinion score of a term t.

The estimated formula is as follows:

Opinionavg(d) =
∑

t∈d,χ2(t)�m

p(t|d) · Opinion(t), (12)

where Opinion(t) is the opinion score of term t and defined

by a function of the chi-squared value of a term χ2(t).

However, the performance of the LTR model can be im-

proved by computing Opinion(t) with a new sentiment word

weighting schema resulting from our MR model, which inte-

grates both document information and social interaction in-

formation.

4 Experimental evaluation

4.1 Dataset

To the best of the authors’ knowledge, there is no annotated

microblog dataset with contextual social interactions of users

to evaluate our proposed model. Therefore, we created a new

real dataset from Sina Weibo, a typical Chinese microblog-

ging platform that enables users to follow any other users

and receive comments from those followed users. In Sina

Weibo, users can publish brief posts, comment on other users,

and spread information by forwarding the posts. We crawled

posts, comments, and contextual social relationships by using

Sina Weibo API from May 16, 2015 to June 6, 2015.

Tables 2 and 3 show the descriptions as well as some statis-

tics of our dataset. The dataset is constructed from three do-

mains: sports & electronics, movies & entertainment, and

politics & news. Employing the popular pooling paradigm,

three annotators were trained to label the dataset indepen-

dently. Given a collection of the top 200 posts from each

query, the annotation task is to manually label each post as

subjective or objective with respect to the given topic. Ac-

cording to the majority voting heuristic, the final label of the

post is assigned by the majority of three annotators.

In the sports & electronics domain, 57.6 out of 200 posts

on average are labeled as subjective accounting for 28.8%. In

the movies & entertainment domain, 65.2 out of 200 posts
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on average are labeled as subjective accounting for 32.6%. In

the politics & news domain, 44.7 out of 200 posts on average

are labeled as subjective accounting for 22.3%. Furthermore,

the median numbers of comments per post on average in the

electronics and sports, movie and entertainment, and politics

and news domains are 40.6, 186.3, and 126.1, respectively.

The median numbers of followers per user on average in the

electronics and sports, movies and entertainment, and politics

and news domains are 296.4, 396.3, and 622.3, respectively.

As illustrated in Table 3, we use 30 topics to evaluate the

comparative methods. The domain distributions of the topics

are 7, 10, and 13 for the sports and electronics, movies and

entertainment, and politics and news domains, respectively.

Table 2 Statistics of the dataset

Topic domain
Sports and

electronics

Movies and

entertainment

Politics

and news

Posts per topic 200 200 200

Average opinionate

posts per topic
57.6 65.2 44.7

Average users per topic 71.7 124.4 133.6

Average Minimum 0 0.1 0

comments Median 40.6 186.3 126.1

per post Maxine 2309.4 3149.7 3599.4

Average Minimum 15.1 4.1 1.4

followers Median 296.4 395.3 622.3

per user Maxine 10812.9 153158.3 21758.8

Table 3 The description of topics

Id Topic Id Topic Id Topic

1 Jing Dong 11 Yongyuan Cui 21 Real Madrid

2 Civil servant 12 Barcelona 22 Kobe Bryant

3 Fleet of time 13 Hengda 23 Programmer

4 Jay Chou 14 Spring Festival Gala 24 James

5
Chinese Football

Team
15

The Taking of

Tiger Mountain
25 Benshan Zhao

6 Local tyrant 16 Charlie weekly 26 Transgenosis

7 City inspectors 17 One Piece 27 Ziqi Deng

8 Beina Yao 18 Lakers 28 He Chen

9 MI phone 19 Naruto 29 Haze

10 Loser 20 Sicong Wang 30 MaYing-jeou

4.2 Evaluation metrics

The metrics adopted for evaluating our proposed methods are

mean average precision (MAP) and normalized discounted

cumulative gain (NDCG).

The MAP metric is defined as

MAP =
Nq∑

i=1

APi/Nq, (13)

where APi is the average precision for the ith query and Nq

is the total number of queries. The average precision for each

query is as follows:

AP =
1∑N

i=1 ri

∑N

i=1
ri(

∑i
j=1 r j

i
), (14)

where N is the total number of documents and ri = 1 denotes

ith document is opinionate document.

The NDCG is a measure of ranking quality, which is given

by

NDCG@n = Zn

n∑

j=1

(2r( j) − 1)/ log(1 + j), (15)

where j is the document position in the result list and r( j)

presents the relevance of the document in position j.

4.3 Comparison with other methods

In our experiments, we adopted HowNet (see HowNet offi-

cial websitc), which is widely applied to lexicon-based opin-

ion detection methods and proved effective in many works.

It consists of 836 positive sentiment words, 3,730 positive

comments words, 1,254 negative sentiment words, and 3,116

negative comments words. To assess the performance of our

proposed model, we compared our MR-based models with

two typical lexicon-based opinion retrieval models on the real

Sina Weibo dataset (described in Section 4.1).

• GUM is the method proposed in [12]. It is a novel

probabilistic generation model that unifies the topic rel-

evance score and opinion score. The retrieval perfor-

mance under different external sentiment thesauruses,

such as HowNet, WordNet, General Inquirer, and Sen-

tiWordNet, is compared and discussed empirically, and

the cross-language HowNet dictionary performs better

than all other candidates.

• LTR is the method described in [14]. It employs an LTR

model for integrating social and opinionate information

for tweets opinion retrieval. A corpus-derived lexicon

is adopted to estimate the opinionated score of each

tweet by calculating the average opinion score over cer-

tain terms. They used the chi-squared value, based on

a manually tagged subjective tweets set and objective

tweets set, to estimate the opinion score of a term.

• Our generation model (GMR) is the method proposed

in this paper, which employs GUM’s probabilistic gen-

eration model. Unlike GUM’s method relying on senti-

ment words from an external sentiment thesaurus, our

model uses the weights of sentiment words that are

computed by our proposed MR model.
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• Our LTR model (LMR) is the method presented in this

paper. In this model, we adopt Luo et al.’s LTR frame-

work, and estimate opinionate score of each microblog

post based on our MR model. Furthermore, the result-

ing opinionate scores of a user’s posts are treated as fea-

tures for the LTR framework.

In reviewing these comparative models, GUM is a uni-

fied generation model for opinion retrieval ranking post only

using post information, while LTR is a machine learning

model integrating social and opinionate information. These

two comparative methods estimate the strength of sentiment

words from the knowledge database HowNet and Twitter cor-

pus information, respectively, while our GMR and LMR ap-

proaches incorporate social contextual relationships to imply

the strength of sentiment words selected from HowNet. The

parameter settings of GUM and LTR are the same as in the

original papers.

To reduce the variance of performance estimation, six-fold

cross-validation is applied to evaluate the four comparative

methods. As for the weight matrix W in our proposed MR

model, we set it as
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0.5 0.5 0.25

0.5 0 0.5 0.5

0.5 0 0 0.5

0.25 0.25 0.25 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

based on the hierarchical structure among user–

post/comment–word. Here W is normalized to be column

stochastic. The results of each comparative method on the

real Sina Weibo dataset are shown in Table 4. From the table,

we make the following observations.

• Our proposed methods (GMR and LMR) improve the

performance of two other baselines significantly ac-

cording to MAP and NDCG metrics. Our LMR method

achieves the best performance in MAP and NDCG@5,

while GMR method obtains the best performance in

NDCG@10 and NDCG@15.

• As for the probabilistic generation model, our GMR

method outperforms the GUM in both MAP and

NDCG. Specifically, compared with the GUM, our

GMR method obtains 19.8% improvement in MAP and

achieves 73.4%, 88.8%, and 86.0% improvement in

NDCG@5, NDCG@10, and NDCG@15, respectively.

• For the machine learning model, our LMR model is

significantly better than the LTR model according to

the MAP and NDCG metrics. It outperforms the LTR

model by 14.0%, 14.5%, 10.1%, and 8.6% in MAP,

NDCG@5, NDCG@10, and NDCG@15, respectively.

• Compared with the improvement of our LMR method

on the LTR method, our GMR method achieves greater

improvement on the GUM method. The reason for

this phenomenon is that the GUM method ranks posts

only relying on document information, while the LTR

method scores posts according to social and opinionate

information.

Table 4 Results of comparative approaches

Approach MAP NDCG@5 NDCG@10 NDCG@15

GUM 0.295 0.403 0.457 0.481

LTR 0.349 0.629 0.659 0.664

GMR 0.353 0.699 0.863 0.895

LMR 0.398 0.721 0.726 0.722

To study how the performance of MR-based methods is

influenced by different queries, per MAP gain on individual

topics by GMR and LMR are shown in Figs. 2 and 3.

Fig. 2 Per-topic analysis: MAP improvement over 30 topics in the GMR
model

As shown in Fig. 2, for most queries the GMR method

outperforms the GUM method. Topics 16, 10, and 19 achieve

230%, 160%, and 165% MAP gains over the GUM method,

respectively. However, topics 7 and 23 obtain −60% and

−55% MAP gains over the GUM method.

As illustrated in Fig. 3, the MAP performance of the LMR

method does not gain very significant improvement over the

LTR method according to the numbers of queries. Topics

16 and 25 obtain 22% and 18% MAP gains over the LTR

method, respectively, which is in the top two MAP gains. Ex-

cept for these two topics, the LMR method does not perform
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very well in most of the others according to the MAP metric.

The reason is that the LTR method employs Twitter-specific

features and author features in the LTR framework as well

as document information. However, the LMR model outper-

forms the LTR method and obtains more than 8.6% gain in

NDCG@5, NDCG@10, and NDCG@15.

Fig. 3 Per-topic analysis: MAP improvement over 30 topics in the LMR
model

4.4 Parameter tuning

Different settings of parameters may affect the quality of MR

sentiment lexicon ranking. The aim of the following exper-

iments is to examine the performance of the MR ranking

model while varying the involved parameters. There are three

types of parameters in our algorithm: (1) the weight parame-

ters α1–α4 adopted for the authority of users; (2) the parame-

ters β1–β4 used for the weight of posts and comments; (3) the

parameters γ1–γ4 applied for the weight of sentiment words.

In these experiments, we initiate the weight parameters ac-

cording to the structure relations between every two among

the four levels: user, post, comment, and sentiment words by

intuition. As for the user level, the initial parameters are set

as α1 = 1, β1 = 0.5, and γ1 = 0.25. For the post level, we

set the parameters as α2 = 0.5, β2 = 0.5, and γ2 = 0.5. For

the comment level, the parameters are set as α3 = 0.5 and

γ3 = 0.5. For the sentiment word level, we set the parameters

as α4 = 0.25 and β4 = 0.25. Furthermore, our MR methods

are run by adjusting successively the parameters of the four

levels: user, post, comment, and sentiment words. Each time

we tune each parameter ranging from 0.1 to 1.0 with a step

size of 0.1, while the remaining parameters are fixed.

As for GMR model, the reinforcements among comment–

user, post/comment, and user–post/comment interactions are

considered more important than other interactions, which en-

hance the performance of our proposed MR model as illus-

trated in Fig. 4. Our GMR method achieves the best MAP

in the user level while the parameters are set as α1 = 0.4,

β1 = 0.5, and γ1 = 0.1. It obtains a 15.9% improvement over

the GUM method. In the post level, the GMR model gains an

increase of 16.1% in MAP over the GUM method when we

set the parameters as α2 = 0.3, β2 = 0.5, and γ2 = 0.1. In

the comment level, the GMR method obtains an increase of

19.8% in MAP over the GUM method when the parameters

are set as α3 = 0.8 and γ3 = 0.2. In the sentiment word level,

the GMR method obtains an increase of 19.8% in MAP over

the GUM method when the parameters are set as α4 = 0.25

and β4 = 0.25. As illustrated in Figure 4, the parameter γ3
has a major influence on the GMR model. The reason for this

is that compared with other factors, the sentiment word is the

most important factor for ranking the opinion score of short

microblogging posts.

Fig. 4 Performance of MAP with varying parameters in the GMR model

Finally, we examine the performance of the LMR model

by varying the involved parameters as shown in Fig. 5. It

can be observed that the reinforcement of post–comment,

sentiment–user, and user–user interactions is more significant

than that of other interactions for the performance improve-

ment of our MR model. In the user level, our LMR model

achieves the best performance in MAP and obtains 13.6%

improvement over the LTR model when the parameters are

set as α1 = 0.5, β1 = 0.5, and γ1 = 0.25. In the post level, the

LMR model achieves an increase of 13.9% in MAP over the

LTR model when we set the parameters as α2 = 0.1, β2 = 0.9,

and γ2 = 0.5. In the comment level, the LMR method obtains

an increase of 13.9% in MAP over the LTR method when the

parameters are set as α3 = 0.5 and γ3 = 0.5. In the sentiment
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word level, the LMR method gains an increase of 14.1% in

MAP over the LTR method when the parameters are set as

α4 = 0.9 and β4 = 0.25.

Fig. 5 Performance of MAP with varying parameters in the LMR model

5 Conclusions

In this paper, we have focused on the problem of Chinese mi-

croblog opinion retrieval. Different from previous approaches

that rank each post relying on online public sentiment dictio-

naries or corpus-derived lexicons, we have proposed an MR

model that integrates the microblog’s social contextual infor-

mation and document information to estimate the strength

of sentiment words. To do that, the social contextual rela-

tions among user, post/comment, and sentiment words have

been exploited to construct a unified three-layer heteroge-

neous graph. Then, a random walk sentiment word weight-

ing algorithm was presented to capture more precise opin-

ion strength of the sentiment words. Finally, the resulting

weights of the sentiment word have been incorporated into

the two state-of-the-art lexicon-based models (i.e., the GUM

and LTR models) for Chinese microblog opinion retrieval.

Experimental results on a real dataset have shown that our

proposed model could achieve better performance than the

comparative methods.

The novelty of our work lies in integrating user social con-

textual relations and document information to calculate the

strength of sentiment words. Based on the “user–user” in-

terpersonal interactions, “user–post/comment” intrapersonal

interactions, and “post/comment–sentiment word” relations,

a unified three-layer heterogeneous graph has been built. Our

proposed random walk algorithm can benefit from estimating

the strength of sentiment words by mining social contextual

features and document features on the heterogeneous graph.

As for future directions on opinion retrieval, more research

should be focused on how to exploit the rich social media fea-

tures for improving the performance of mining algorithms.
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