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Abstract To investigate the robustness of face recognition

algorithms under the complicated variations of illumination,

facial expression and posture, the advantages and disadvan-

tages of seven typical algorithms on extracting global and lo-

cal features are studied through the experiments respectively

on the Olivetti Research Laboratory database and the other

three databases (the three subsets of illumination, expression

and posture that are constructed by selecting images from

several existing face databases). By taking the above experi-

mental results into consideration, two schemes of face recog-

nition which are based on the decision fusion of the two-

dimensional linear discriminant analysis (2DLDA) and local

binary pattern (LBP) are proposed in this paper to heighten

the recognition rates. In addition, partitioning a face non-

uniformly for its LBP histograms is conducted to improve

the performance. Our experimental results have shown the

complementarities of the two kinds of features, the 2DLDA

and LBP, and have verified the effectiveness of the proposed

fusion algorithms.

Keywords face recognition, global feature, local feature,

linear discriminant analysis, local binary pattern, decision fu-

sion

1 Introduction

Having a long history dated back to the late 1960s, the face
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recognition has been a hot research topic in the fields of

computer vision and pattern recognition for several decades,

and now it ever has more emerging applications in bioinfor-

matics, video surveillance, security, human-computer inter-

action etc. Along with the significant progresses made in the

past decades, the various features of geometry, global statis-

tic (principal component analysis (PCA) [1], linear discrimi-

nant analysis (LDA) [2], shape and texture (local binary pat-

tern (LBP) [3], Gabor [4]), have been proposed, and two-

dimensional (2D) face recognition in controlled environment

has become more or less mature. However, mainly due to

the image’s variations in illumination, facial expression and

posture, the performances of recognizing a face under un-

controlled conditions, such as in photo album, surveillance

videos, or social network image corpus, are not satisfactory.

There are still challenging problems that are retained to be

studied further.

To tackle the problems induced by the impacted negative

factors, many approaches for face recognition of 2D images

have been proposed, as described by the surveys [5, 6]. To

handle varying illumination problems, the self quotient im-

age was used in Ref. [7], while the gradient faces were used

in [8]. In Ref. [9], by considering simultaneously both rows

and columns, the two-directional 2DPCA was developed for

efficient face representation and recognition, which can re-

duce much the coefficient set while keeping the recognition

accuracy at the same level or even higher. Following the

same idea in [9], [10] proposed a two-directional 2DLDA.

An expression-invariant face recognition method based on
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distributed compressed sensing theory was presented in Ref.

[11]. Sharma et al. [12] proposed a generic discriminative

coupled latent subspace to deal with pose changes, their

learned set of coupled subspaces projects the images of the

same person under different poses to close locations in the

latent space to make recognition possible by using simple

learning. Also, the three-dimensional (3D) face models have

been utilized to overcome the impacts of changes in posture

and illumination. The work [13] proposed a way of extracting

geometric feature from 3D face and conducted face recogni-

tion by PCA. Lei et al. [14] investigated 3D face recognition

by using fisher linear discriminant (FLD) method on depth

image and the speeded up robust features (SURF) of the 2D

gray image. In Ref. [15], the Gaussian and mean curvatures

of a 3D face were classified to achieve a surface classifica-

tion image (SCI) and the SCI was then input to the process of

PCA to obtain the SCI eigenfaces to recognize the 3D face.

However, considering the difficulties of acquiring specific ap-

paratus to collect 3D face data as well as the heavy compu-

tational load, the face recognition methods that are based on

2D images still have their own advantages.

It should be noted that a single feature cannot respond to

many varieties under complex situations, it has been shown

that both holistic and local information is crucial for the per-

ception and recognition of 2D faces. Corresponding to the

holistic information, the global features of a face refer to all

the dimensions of its feature vector that contains the infor-

mation reflecting the overall properties of the face, such as

its contour, the relative locations of facial structure, and the

form and size of a specific area. Complementarily, each di-

mension of the local features corresponds to a limited area

on the human face image, such as the characteristics of fa-

cial moles, scars and dimples. This means that a local feature

focuses on the details extracted from a human face. Those

two kinds of features play different roles when describing the

contents of a face, and both of them are necessary for recog-

nition. Generally, the global features are used to identify the

class that a face belongs to, while the local features are em-

ployed to discriminate the specific personal within a class.

Many researchers have proposed methods of taking advan-

tages of those two features to represent a human face. By di-

rectly fusing local and global features and applying Fisher’s

linear discriminate (FLD) method and the support vector ma-

chine (SVM), Chowdhury et al. [16] used reduced feature

vector for face classification. Kim et al. [17] combined global

and local features by applying an LDA based method, respec-

tively, to the whole and the parts of a face image. A multilayer

framework for high resolution face recognition was proposed

by Ref. [18], they used multilevel PCA followed by regular-

ized LDA to model global appearance and facial organs, and

the discriminative multiscale texton features and the scale-

invariant feature transform (SIFT) activated pictorial struc-

ture were exploited to describe the skin and subtle details. In

Ref. [19], the global features were extracted from the whole

face images by using Fourier transform, and the local features

were emphasized on some spatially divided face patches by

using Gabor wavelets. Geng et al. [20] integrated global and

local features in a cascaded way, in which they firstly used the

holistic approach of eigenfeature regularization and extrac-

tion to retrieve some candidate images from the whole gallery

set, then a SIFT-based local feature extraction and matching

algorithm was performed on the remains. A learning-based

shape descriptor was designed in Ref. [21], where a strategy

for feature division was established when encoding feature

pooling and vocabulary learning, so a more discriminative

descriptor was constructed by incorporating both global and

local information while keeping high time efficiency. Zhang

et al. [22] proposed newly an effective algorithm of multi-

label learning with Label specIfic FeaTures (LIFT) to dis-

criminate different class labels, where the clustering analysis

on positive and negative instances were conducted, and train-

ing and testing by querying the clustering results then were

performed. Using a kernel combination, Zhang et al. [23]

combined three modalities of biomarkers to discriminate be-

tween Alzheimer’s disease (or mild cognitive impairment)

and healthy controls, their multimodal classification method

performed considerably better compared to the case of using

an individual modality. On the whole, the experimental re-

sults in above literatures indicate that the fusion methods of

global and local features generally can improve recognition

rates. It should be noted that our previous works [13–15] do

not consider the fusion scheme when the work was done, any-

way the findings there provide us the bases to look for other

ways to improve performances, as indicated in this paper.

Some recent researches focus on learning based feature de-

sign, targeting at providing data-driven distance metric to-

ward invariance measurement from varying illumination, fa-

cial expression and postures, or, in other words, capturing

underlying face manifold from the original feature space. Re-

cently, proposed in Ref. [24], to enhance the information con-

tent, features were extracted and combined at different reso-

lutions to form a face recognition system. In Ref. [25], Ga-

bor entropy weighted features and local normalization were

considered for face identification. A neighborhood discrimi-

nant hashing (NDH) was provided to implement approximate

similarity search by exploiting local discriminative informa-
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tion and by using the maximum entropy principle [26], where

the learned hashing function was compact and the bits were

highly informative. A novel robust structured subspace learn-

ing (RSSL) algorithm was proposed by integrating image un-

derstanding and feature learning into a joint learning frame-

work [27]. An unsupervised algorithm for feature selection

named clustering-guided sparse structural learning (CGSSL)

was proposed in Ref. [28] by combining cluster analysis and

sparse structural analysis into a joint framework. The multi-

feature fusion and dictionary learning were integrated to con-

struct a framework for face recognition [29]. In Ref. [30],

based on local phase quantization, a blur-robust face image

descriptor was provided and extended to a multiscale frame-

work to achieve the robustness to blurring, and by using ker-

nel fusion, the framework was also combined with a descrip-

tor of multiscale local binary pattern to increase the robust-

ness to illumination.

Notably in recent years, various deep learning methods

have also been studied to apply for face recognition. In Ref.

[31], a deep convolutional neural network which was trained

layer-by-layer was used to help the network to converge, and

a sample transformation method was proposed to avoid over-

fitting. In Ref. [32], learning a set of high-level feature rep-

resentations through deep learning was studied for face ver-

ification, where the face features were extracted from vari-

ous face regions to form complementary and over-complete

representations. In Ref. [33], a deep architecture named AU-

inspired deep networks (AUDN) was constructed and a multi-

layer learning process was employed to build group-wise sub-

networks for face higher-level representations. Yet, when us-

ing deep learning methods, there exist three issues that should

be considered properly, these are: 1) collecting of representa-

tive and rich training samples, 2) the long time taken during

training, and 3) avoiding of over-fitting.

However, despite the existed progress, the selection of

global and local features that are relatively complementary

to each other to enhance the face recognition performance is

still a topic worthy to be studied further. Extending our ear-

lier work [34] by providing more details in the algorithms,

and adding more experiments and analysis, in this paper, we

analyse and compare the effects of several typical types of

the global features that are extracted based on PCA, LDA,

2DPCA, 2DLDA, DFT (discrete Fourier transform) and the

local features that are based on LBP and Gabor, under var-

ious illumination, facial expression and posture conditions.

After the advantages and disadvantages of the various types

of the extracted features are discussed, the complementarity

of the two kinds of features are demonstrated experimentally.

We further demonstrate that, a way of non-uniform spatial

partition of a face before LBP feature extraction is indeed

beneficial and can further improve the recognition perfor-

mance. Based on those results, we then propose two schemes

for face recognition using the decision fusion of global fea-

ture 2DLDA and local feature LBP. Our experimental results

show that the proposed decision fusion schemes can achieve

better performance than those without the fusion. Besides,

compared with the methods of Refs. [16–20], where only one

or two global features and one local feature were considered,

here we have analyzed and compared five global features and

two local features, then the performance is improved fur-

ther. Furthermore, since the performances of the proposed

schemes are obtained without specifying the illumination, fa-

cial expression and posture, then the fusion schemes are suit-

able to be used under uncontrolled environment.

The rest of this paper is organized as follows. Section 2

describes the module diagram of face recognition and the

preprocessing of face images. Section 3 provides the fea-

ture extraction based on 2DLDA and LBP, respectively, and

presents two decision fusion ways for the recognition. The

construction of experiment datasets, the experimental results

of comparison and analysis for the seven algorithms and fu-

sion methods are shown in Section 4. The conclusion follows

in Section 5.

2 The modules of face recognition

A typical face recognition system is composed of four mod-

ules, including preprocessing of face image, feature extrac-

tion, feature mapping and face classification, as shown in

Fig. 1.

Fig. 1 Modules of face recognition

For face recognition, there are two main negative factors

that affect the performance: illumination and posture. The

variations of illumination and posture change the image ma-
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trix greatly and may lead the matrix features to be non-

discriminant in the sense of face classification. Some exam-

ples are shown in Fig. 2 (how the illumination and posture

could vary in a large scope). The tasks of illumination bal-

ance and posture registration should be fulfilled at the best

effort in preprocessing.

Fig. 2 Variations of illumination and posture

In the preprocessing, there are several steps that need to be

done before its output is feeded into the module of feature

extraction. Those steps include face detection, key points lo-

calization, pose identification and adjustment, equalization of

grey scale histogram, and geometric normalization and regis-

tration, etc. When doing face recognition from a video, a step

of face tracking is also necessary. A properly preprocessed

face image is critical to improve the overall performance of

recognition.

The feature extraction is the core of face recognition sys-

tem. Here we demand to take out the features which should be

sufficient to discriminate faces that belong to different people,

while keeping the features that are belong to the same person

robust. Generally, the dimension of feature is high and we

need to reduce the dimension to a lower one, so as to not

only speed up the recognition but also increase the correctly

identified rate.

In feature mapping module, a classifier is designed to make

decision about the identity of the input face image, where

the selection of classifier is closely related to the properties

of extracted features. There exist many classification meth-

ods, such as the nearest neighborhood classifier, and the SVM

classifier based on kernel transformation.

The feature extraction and classification will be stated in

the next section, here we provide the preprocessing module

in some detail, and its diagram is shown in Fig. 3.

For an input image that may contain a face, the AdaBoost

algorithm is used to cut out the area of face roughly, and

the grey level of the area is adjusted by balancing its his-

togram to eliminate the illumination effects. The locations of

the left and right pupils are determined by a dynamic thresh-

old method. Then for the vertical strip below the eyes, hori-

zontally we sum the grey values and project the values to the

vertical axis to get a histogram. In this histogram, two val-

leys can be found and they are the centre locations of nose

and mouth, henceforth the areas of nose and mouth can be

determined. As long as the areas of eyes, nose and mouth

are known, the outer strips that are irrelevant to face features,

like hair or ears, can be deleted to get an area that contains

the most part of the face.

In the procedures conducted above, the determination of

the locations of pupils has great impact on the certainty for

cutting out the face area. The dynamic threshold method we

chose can be done fast simply for its less computation. It is

based on the fact that, generally, the grey levels of pupils

are lower than that of the inner corner of eye or that of the

face, thus the pupils are easy to be identified. We have also

used AdaBoost algorithm to determine the pupils, however, at

the same level of assurance, AdaBoost algorithm takes much

longer time to get a result.

3 Feature extraction algorithms

The global feature, 2DLDA, and the local feature, LBP, are

Fig. 3 The diagram of face preprocessing
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discussed in this section in some detail, which will be used in

our decision fusion schemes later.

3.1 2DLDA global feature extraction

The two dimensional linear discriminant analysis (2DLDA)

algorithm [35–37], which originates from linear discriminant

analysis, overcomes the singularity problem effectively. By

taking the lower dimensional features, that are more discrim-

inant, from the high dimensional feature space, it works on

the matrix representation of face image directly and extracts

the most discriminating facial features with the characteristic

that the ratio of the between-class distance to the within-class

distance reaches the maximum value.

When applying LDA to face recognition, it needs to rear-

range the image matrix to form a high-dimensional vector,

generally row by row. Different from LDA, 2DLDA is di-

rectly based on the image matrix and fundamentally it com-

presses the image matrix by row and then extracts the fea-

tures. 2DLDA reduces or eliminates the correlation between

columns while still keeps the correlation between rows,

which are suitable for face recognition. Mainly, 2DLDA has

the advantages of higher efficiency and faster speed when ex-

tracting the features.

The facial feature extraction process of the 2DLDA based

on the lateral compression is as follows.

3.1.1 Preprocessing of the face images

We use preprocessing strategies first, such as geometric nor-

malization and histogram equalization, to the input face data

to eliminate the impact of various external factors on the im-

ages. The preprocessing follows the procedures stated in Sec-

tion 2.

3.1.2 Computing of the optimal projection matrix

Denote T as the training data,

T = {X1
1 , . . . , X

1
n1
, X2

1 , . . . , X
2
n2
, . . . , XC

1 , . . . , X
C
nC
}, (1)

where C is the number of pattern classes, ni is the number of

samples in class i (i = 1, 2, . . . ,C), and Xi
j denotes an m × n

image matrix of the jth sample of ith class. Suppose the mean

image of ith class is represented by Xi,

Xi =
1
ni

ni∑

j=1

Xi
j, (2)

and the mean image of all training samples is written by X,

X =
1
N

C∑

i=1

ni∑

j=1

Xi
j, (3)

where N =
∑C

k=1 nk, then the within-class scatter matrix S w

and the between-class scatter matrix S b are defined as:

S w =

C∑

i=1

ni∑

j=1

(
Xi

j − Xi
)T (

Xi
j − Xi

)
, (4)

S b =

C∑

i=1

ni

(
Xi − X

)T (
Xi − X

)
. (5)

Apparently, S w reflects the overall scatter distributions that

are relative to each class centre, and S b reflects the scatter

distance from each class centre to the centre of all classes.

The purpose of 2DLDA is to find the optimal discriminant

vector that can maximize a ratio, that is the between-class

scatter distance over the within-class scatter distance. To find

the vector, the Fisher criterion is applied, which is to conduct

the following maximization:

J(W) = arg max
W

(
WTS bW
WTS wW

)
, (6)

where W is a matrix to be determined. In fact, the normal-

ized eigenvector corresponding to the maximum eigenvalue

of S −1
w S b is just the optimal projection vector for simple clas-

sification. However, one projection vector is not enough for

complicated situations when many classes exist, it is neces-

sary to find a group of vectors to present the discriminative

features for identifying multi-classes.

After doing eigenvalue decomposition on S −1
w S b, com-

monly, the eigenvectors, v1, v2, ..., vd, that are corresponding

to the largest d eigenvalues respectively, are selected and nor-

malized to form the optimal projection matrix Wopt, that is,

Wopt = [v1, v2, ..., vd] . (7)

3.1.3 Computing of the feature matrix of face image

According to the linear transformation formula:

Yi
j = Xi

j ∗Wopt, (8)

where (i = 1, 2, . . . ,C), and ( j = 1, 2, . . . , ni), we can obtain

the feature matrix Yi
j by projecting the face image Xi

j onto the

optimal projection matrix Wopt. Consequently, the 2DLDA

feature vector can be formed by concatenating each column

of Yi
j.

3.2 LBP local feature extraction

LBP has been widely used in texture analysis for image re-

trieval, face recognition, video processing, etc. The core idea

of LBP is to set the center pixel value as the threshold, then,

in comparison with the value of its neighbors, a binary code
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which describes the local texture feature is obtained. The fa-

cial feature extraction based on LBP operator works as fol-

lows.

3.2.1 Encoding of face image with LBP operator

The original LBP operator defines a 3× 3 neighborhood win-

dow. For the central pixel in a single scanned window, its

grey value is compared with all of its neighbors sequentially.

When the grey value of a neighborhood pixel is greater than

that of the central pixel, we mark it as “1”, otherwise, “0”. Ar-

ranging the marked values of all eight neighborhoods clock-

wise or counter-clockwise forms a binary string, this string

then can be interpreted as an eight-bit binary integer. The dec-

imal expression of the eight-bit binary integer is then defined

as the LBP value of the central pixel. Scanning a given image

pixel by pixel, its LBP feature map can be yielded after the

above process is executed.

3.2.2 The spatially partitioned LBP histograms

After the calculation of LBP feature map, usually its his-

togram is used to describe the distribution of various patterns

in the facial image, such as its edge, bright spots, dark spots

and smooth areas. Nevertheless, there are different ways to

consider the formation of histograms, either we can calcu-

late the histogram by taking the feature map as a whole, or

we can compute correspondingly the histograms by dividing

the map into several blocks. When conducting the similarity

measurement for classification, the impacts of the formation

of histograms are certainly different. In order to express the

spatial information of face’s texture, we further propose to di-

vide, non-uniformly, the LBP feature map into several local

regions and then extract the regional LBP histograms from

each of them. As the result, we extend the normal LBP his-

togram to the spatially partitioned LBP histograms.

Fig. 4 Four allocation ways of face blocks

We take a variety of division modes into account when

partitioning. Figure 4 shows four kinds of the blocks. Fig-

ures 4(a)–4(c) represent three uniform allocation ways, re-

spectively. Figure 4(d) divides the face horizontally into four

uneven parts ( 1
3 ,

1
6 ,

1
6 ,

1
3 ) for the consideration of the areas of

forehead, eyes, nose and mouth, respectively. Table 1 shows

the rank 1 recognition rates for the four allocations (the num-

ber of bins in histogram is chosen as 128). The nonuniform

division mode (d) achieves a higher recognition rate than the

uniform division mode (b) which has the same feature dimen-

sion of 512 with (d). Compared with division mode (c), mode

(d) gets a similar recognition rate, but its dimension is much

less than the counterpart. Since the lower dimension of mode

(d) improves the speed of feature extraction and the similarity

calculation, naturally we adopt the division mode (d) in our

algorithm.

Table 1 Comparisons of recognition rates for different partitioning on ORL

Division Number of Feature
Recognition rate

(n images for training)
mode blocks dimension

n = 1 n = 3 n = 5

(a) 1 × 1 128 0.550 0.750 0.785

(b) 2 × 2 512 0.701 0.900 0.905

(c) 4 × 4 2048 0.770 0.936 0.965

(d) 4 512 0.767 0.943 0.955

3.3 Decision fusion of 2DLDA and LBP

None of the single kind feature has the characteristics to han-

dle the recognition task in all cases. Instead, we use two kinds

of decision-level fusion, the weighted fusion and the score

fusion, to utilize the 2DLDA feature and the LBP feature. It

should be noted that for the 2DLDA feature we use Euclidean

distance to measure the similarity between test samples and

training samples, while for the LBP feature we use the his-

togram intersection. For LBP, we have conducted the recog-

nition by three similarity measures: the Euclidean distance,

χ2 distance and the histogram intersection. Their definitions

are, respectively,

E(X, Y) =

√∑

i

(xi − yi)2, (9)

χ2(X, Y) =
∑

i

(xi − yi)2/(xi − yi), (10)

H(X, Y) =
∑

i

min(xi, yi), (11)

where X and Y are two LBP histograms.

Table 2 shows the results of identification accuracy on

the Olivetti research laboratory (ORL) dataset [38] when

using the above three different measurements. Clearly, the

Euclidean distance has less advantage, while the other two

demonstrate similar results. However, the results of his-

togram intersection are still much better, and also it is more

efficient in computation, so we choose the histogram intersec-

tion H(X, Y) as our similarity measure for the LBP feature.
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Table 2 Accuracy comparisons on ORL for three different similarity mea-
sures

Measurement
Number of images

used for trainingSimilarity measure
notation

n = 1 n = 3 n = 5

Euclidean Distance E(X,Y) 0.744 0.904 0.920

χ2 Distance χ2(X, Y) 0.772 0.925 0.940

Histogram Intersection H(X,Y) 0.767 0.943 0.955

• Weighted fusion Figure 5 shows the scheme of weighted

fusion of 2DLDA global feature and LBP local feature. The

decision fusion is defined as:

S = w ∗ S 2DLDA + (1 − w) ∗ (1 − S LBP) (12)

where S 2DLDA and S LBP stand for the normalized similarities

of 2DLDA and LBP methods, respectively, and w is a weight

factor between 0 and 1.

Fig. 5 Weighted fusion of 2DLDA and LBP

• Score fusion Figure 6 shows the scheme of score fusion.

We calculate the similarities based on 2DLDA and LBP fea-

ture vectors respectively. Each method gets k most similar

faces using the nearest neighbor (NN) classifier. Then we set

the scores of the first k faces from k to 1 (k is chosen as 10

in our study). Finally, we accumulate the scores of the same

face in both methods. The face with the highest score is con-

sidered to be the most similar face.

4 Experimental results

4.1 Face datasets

Firstly, we tested our approach on the ORL face dataset [38].

The dataset contains 10 different images of 40 distinct sub-

jects. There are variations in illumination, facial expres-

sion (open/closed eyes, smiling/non-smiling), with/without

glasses, and scale (variations of up to nearly 10%). All of the

images were taken against a dark homogeneous background

with the subjects in an upright, frontal position, with toler-

ance for some tilting and rotation of up to about 20◦.

Fig. 6 Score fusion of 2DLDA and LBP

Additionally, to gain knowledge about the robustness of

our methods against the complex illumination, facial ex-

pression and posture respectively, we have constructed three

subsets: Illumination Subset S 1, Expression Subset S 2 and

Posture Subset S 3. Illumination Subset S 1 is a subset of

YaleB [39] face dataset, which contains 64 different illumi-

nation conditions of each subject in an upright, frontal posi-

tion with neutral expression. Expression Subset S 2 is a subset

of CASIA-FaceV1 [40] face dataset, which contains 11 dif-

ferent facial expressions in an upright, frontal position. We

neglected the various illumination conditions in Expression

Subset S 2 as it is tolerable. Posture Subset S 3 is a subset

of PIE [41] face dataset, which contains seven different pos-

tures, using yaw angles (−67.5◦,−45◦,−22.5◦, 0◦, 22.5◦, 45◦

and 67.5◦), of each subject in an upright, frontal position

with normal illumination. Here we have selected subsets

from YaleB, CASIA-FaceV1 and PIE, instead of the whole

databases, that those redundant face data are not included if

the illumination, expression or posture are almost the same.
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Actually, if we include the redundant data in our experiments,

the performance is even a little bit better but it is not so clear

to show the robustness of our fusions. For example, suppose

we have ten samples to recognize and the recognition rate is

nine out of ten, that is 90%. However, if we use eleven sam-

ples where two of them are very close to each other, then one

of them should be excluded, otherwise, the recognition rate

would be ten out of eleven, that is 90.9%, which is a result

that does not reflect the actual performance.

Some examples from the four datasets are shown in Fig. 7,

where the cutting and normalization have been done to all of

the three subsets. The cutting can be obtained by automatic

face detection methods like [42]. Table 3 shows the informa-

tion about each of the four subsets.

4.2 Comparative experiments on various algorithms

The four experiments we conducted are described in the fol-

lowing. Seven algorithms, including PCA, LDA, 2DPCA,

2DLDA, DFT, LBP and Gabor, are considered.

Experiment 1 Compare the performances of the seven al-

gorithms on ORL dataset (first five images per subject for

training, the other five images per subject for testing).

Experiment 2 Compare the performances of the seven al-

gorithms on Illumination Subset S 1. Randomly divide the 64

images of each subject into two even parts (one part as train-

ing set, the other part as testing set) for ten times, we calcu-

late the average recognition rate of each algorithm in the ten

rounds as the eventual performance.

Experiment 3 Compare the performances of the seven algo-

rithms on Expression Subset S 2 (first two images per subject

for training, the other nine images per subject for testing).

Experiment 4 Compare the performances of the seven algo-

rithms on Posture Subset S 3 (seven rounds for cross valida-

tion).

• Recognition rate comparison Figures 8–11 show the cu-

mulative match curves (CMC) of the four experiments. The

curves indicate that none of the algorithms outperforms oth-

ers under conditions of severe illumination, facial expression

and posture variations.

The DFT algorithm outperforms others in Experiment 1

(Fig. 8). As the slight variation of illumination and facial ex-

pression in the ORL dataset affects only the local light inten-

sity, which can be regarded as the high part of frequencies

of the image, then eliminating of the high frequencies in the

DFT algorithm performs better than others. The results of Ex-

periment 2 (Fig. 9) and Experiment 3 (Fig. 10) show the ex-

traordinary robustness of Gabor local feature on variations of

illumination and expression. Contrary to the Gabor, the algo-

rithms based on space projection (PCA and LDA) and global

frequency domain features (DFT) are less robust.

• Posture variation problem As shown in Fig. 11, except

for LBP and 2DLDA, all of the other algorithms show poor

Fig. 7 Samples of face datasets

Table 3 Information of datasets used in experiments

Face dataset Source
Number of

subjects

Number of images

per subject
Image size

ORL ORL 40 10 92 × 112

Illumination Subset S 1 YaleB 38 64 84 × 96

Expression Subset S 2 CASIA-FaceV1 123 11 96 × 96

Posture Subset S 3 PIE 68 7 96 × 96
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Fig. 8 CMC curves of the seven algorithms for Experiment 1

Fig. 9 CMC curves of the seven algorithms for Experiment 2

Fig. 10 CMC curves of the seven algorithms for Experiment 3

performances under the condition of severe posture varia-

tions. We own the relative better performances of LBP and

2DLDA to the retaining of spatial information through parti-

tioning for LBP and working on matrix for 2DLDA.

Fig. 11 CMC curves of the seven algorithms for Experiment 4

• Comparison of executing efficiencies To analyze the effi-

ciencies of the seven algorithms, we have calculated the ex-

ecution time taken by the three processes: feature extraction

on training set, feature extraction on testing set and similar-

ity computing. The training feature extraction of Gabor re-

quires much more time than others, because the convolution

operation on Gabor kernel and face image is inefficient. In

the training process, PCA and 2DPCA need to do eigenroot

decomposition on covariance matrix, the execution time of

the former depends on the number of training subjects, while

that of the latter depends on the width of the images. There-

fore, as the training set grows, PCA executes much longer

than 2DPCA. Also, compared with PCA, 2DPCA only oper-

ates one directional (horizontally or vertically) compression,

which is low efficient in similarity computing process. The

relationship between LDA and 2DLDA is similar to that of

PCA and 2DPCA. Moreover, in the methods of DFT, LBP

and Gabor, training and testing processes cost similar time as

they take the same processes correspondingly.

4.3 Results of desicion fusion experiments

Based on the results stated above, we provide fusion experi-

ments of LBP and 2DLDA. Like the processes of experiments

in subsection 4.2, the weighted and score fusion algorithms of

LBP and 2DLDA have been tested on each dataset. In the ex-

periments, we have tested various values of weight w. When

w = 0.5, the fusion algorithms on each dataset achieve better

recognition results than other values.

Figure 12 shows the five recognition rates (rank 1) of LBP,

2DLDA, the two decision fusions, and the single feature with

the highest recognition rate among all the seven algorithms,

respectively. The results show that both weighted and score

fusion schemes outperform the single method using either
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Fig. 12 Recognition rate (rank 1) of the feature fusion experiments

LBP or 2DLDA. Except for Expression Subset S 2, the

weighted fusion algorithm gets a higher recognition rate than

the best of all the seven algorithms that are with single fea-

ture. Moreover, the weighted fusion outperforms the score

fusion in all of the datasets except for Illumination Subset

S 1. The experimental results indicated above verify the com-

plementarities of the two features, LBP and 2DLDA. Aver-

agely considering the recognition rates on the four datasets

(although the weighted fusion is a little bit better than the

score fusion, it is not so reasonable to deny the later one),

we would recommend to consider both fusions when doing

recognition.

5 Conclusion

Two schemes of face recognition based on the decision fusion

of global feature 2DLDA and local feature LBP are proposed

in this paper. After considering the advantages and disadvan-

tages of various types of algorithms on extracting global and

local features, we have demonstrated the complementarity of

the two features and the effectiveness of our schemes through

the experiments on the ORL database and the other three sub-

sets. For LBP, since the uneven partitions are helpful to retain

the spatial information of a face, the partitions are beneficial

to improve the recognition rate. Both the two fusion algo-

rithms have better performances than the single method us-

ing LBP or 2DLDA. The weighted fusion algorithm gets the

highest recognition rate among all the algorithms mentioned

above on all the four datasets, except for Expression Subset

S 2 on which Gabor performs best.
However, the proposed algorithms need offline training in

2DLDA, which may affect the scalability of the algorithms.

The results in Fig. 11 show that looking for methods to im-

prove the recognition rate and efficiency under the situation

of complicated postures remains a task for further research,

and using of 3D data should be a promising way.
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