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Abstract With the development of Internet, people are

more likely to post and propagate opinions online. Sentiment

analysis is then becoming an important challenge to under-

stand the polarity beneath these comments. Currently a lot

of approaches from natural language processing’s perspec-

tive have been employed to conduct this task. The widely

used ones include bag-of-words and semantic oriented analy-

sis methods. In this research, we further investigate the struc-

tural information among words, phrases and sentences within

the comments to conduct the sentiment analysis. The idea is

inspired by the fact that the structural information is play-

ing important role in identifying the overall statement’s po-

larity. As a result a novel sentiment analysis model is pro-

posed based on recurrent neural network, which takes the par-

tial document as input and then the next parts to predict the

sentiment label distribution rather than the next word. The

proposed method learns words representation simultaneously

the sentiment distribution. Experimental studies have been

conducted on commonly used datasets and the results have

shown its promising potential.

Keywords sentiment analysis, recurrent neural network,

deep learning, machine learning

1 Introduction

With the explosive development of social technology, the

information from blogs, forum, product reviews and social
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media collect a huge volume data of public opinions. People

becomes used to get important piece of information from

other people during decision making. For example, before

purchasing a product, more and more people will firstly have

a survey from product reviews to get the basic idea of prod-

uct quality based on the opinions of existing users. Business

enterprises widely keep a close eye on public opinions about

their brand, product or service and listen carefully to the pub-

lic criticisms and suggestions. The quickly accumulated large

archive of opinions call for efficient and effective mechanism

to extract and analysis them. To meet this challenge, senti-

ment analysis is widely lauded as new momentous to study

the opinions, sentiments, attitudes and emotions expressed in

text such as twitters, blogs, production reviews and etc. [1–5].

There are a lot of methods proposed to conduct sentimental

analysis. Intuitively, many bag-of-words based models can be

applied to solve this kind of problem. The bag-of-words mod-

els are widely used in information retrieval and have been

proven its success due to its simpleness and robust in imple-

mentation. Bag-of-words normally relies on the words occur-

rence pattern in the document as such it is able to void the

language morphology and capture simple patterns on char-

acter level. Though it has shown its promising applicability,

there exist several challenges in employing it into sentimental

analysis.

One of the challenges for bag-of-words oriented methods

is to grasp linguistic pattern in sentiment analysis [3,6]. Gen-

erally a text contains both syntactical and lexical informa-

tion, while bag-of-words models normally put the structure

information aside, e.g., the words sequence information. As
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a result, in some cases, though two phrases have same bag-

of-words representation, their real meaning could be totally

opposite [7]. One of the possible reasons is because relying

only on individual words represented as indices in a vocabu-

lary will not be able to obtain the rich relational lexicon struc-

ture [8].

To overcome this problem, semantic oriented approaches

are brought forward trying to add semantic information into

sentiment analysis process. This kind of methods rely on an-

notation techniques to add polarity scores to the words or

phrases in a statement [9]. Though integrating extra seman-

tic information is promising, automatic annotation remains a

major challenge which will limit the probability to scale up

or transit to another languages.

An alternative type of approaches tries to take advantage

of simpleness of bag-of-words while does not rely on outer

information to maintain extensibility. This kind of methods

utilise statement’s lexical and structural information to help

calculate the polarity [10]. An typical example is the so-

called problem of “atomic units” where the particular attitude

of a statement is not dependent on single worlds but appraisal

groups [11].

In this paper, inspired by underlying importance of a state-

ment’s structure in sentiment analysis process, we proposed

a novel approach to improve polarity detection performance

by analysing the relationship among the segments within a

statement. The basic hypothesis is that while the phrases or

sentences within a statement are strongly and directly related

to the overall polarity [12], their inner sequence order is also

an important kind of hints for sentiment orientation detection

[13].

To fully utilise the inter-relation information among seg-

ments in a statement, the proposed method employed re-

current neural network (RNN) to enhance the precision of

sentiment analysis based on the capability of RNN in struc-

tured data predication [14–17], which has been widely used

in the domain of natural language processing (NLP) [18].

Built upon RNN, a discriminative model is implemented to

learn the inner representation of words, which are believed

to contain more information than mere bag-of-words. Fur-

thermore, the proposed model will use extra unlabelled data

to conduct unsupervised pre-training, which aims to acquir-

ing weight between input layer and hidden layer and also

known as word embedding, and utilize labelled data to run

fine-tuning, in which the weights will be trained via using

traditional back propagation algorithm in a supervised way.

Meanwhile, considering the complicated interaction between

components within a statement, it is more reasonable to use a

trainable model. As such the semi-supervised mechanism is

employed in this research to conduct data training, which has

been proven successful in performance efficiency and effec-

tiveness [19].

During the data training process, it is worthwhile to point

out that sentiment label distribution at previous time step

would also contribute to the distribution at next time [20].

Based on this finding, the proposed RNN model has been

slightly modified and compared to classic Elman recurrent

neural network architecture [21], it consists of inputs to a

set of hidden nodes, a fully connected set of recurrent con-

nections between these hidden nodes, and also a fully con-

nected set of recurrent connections between output nodes

which implicitly keep sentiment distribution at previous time

step. Therefore, in the semi-supervised dual RNN model, the

input is word indices in vocabulary and the output is senti-

ment label distribution. In order to capitalize the recursion

feature of RNN, we split the description words in a statement

into different parts and then feed to RNN sequentially. As a

result, the last output corresponding to the last input is the

final distribution of sentiment label.

The remaining of this paper is organized as follows. The

background information about RNN and its application in

sentiment analysis will be presented in Section 2. The pro-

posed method will be illustrated in Section 3 and Section 4

will elaborate and discuss the experimental study on different

standards datasets. Finally Section 5 will give conclusion and

point out possible future research directions.

2 Background

2.1 Sentimental analysis

Sentiment analysis, which makes it possible for users to in-

fer from statements whether or not the overall sentiment is

favourable, is a key technology of information gathering for

decision making [22]. It has been widely lauded as a new mo-

mentous mechanism to understand opinions from large num-

ber of on-line documents such as twitters, blogs, production

reviews and etc [1–5]. Effectively discriminating sentiment

distribution has then become a fundamental challenge and

has been attached much importance for both research and ap-

plication purposes [23–25]. A large portion of study is work-

ing on this problem and various approaches and solutions

have been proposed and widely used to different application

scenarios.

The most widely used approach for sentiment analysis is

based on words occurrence pattern in the document, which
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is usually called “bag-of-words”. Quite a number of unsuper-

vised learning based approaches have been proposed to deter-

mine the positivity via the dominant polarity of the opinion

words in the given piece of text [12]. By the function of posi-

tive/negative indicators in text, a general polarity score is cal-

culated. Obviously, the basis of lexicon based approaches is

the generation of sentiment lexicon corpus. In some work, the

polarity labels of terms are determined by a set of pre-defined

seed words with the consideration of their co-occurrence re-

lationship [26]. Some work learned the dictionary from the

semi-structured reviews [27], where the explicit rating and

aspect indicators can be used to determine the collect senti-

ment terms.

Compared with lexicon based approach as discussed

above, machine learning based sentiment classification is an-

other approach, which treat sentiment classification as a spe-

cial case of categorization with two class of positive and neg-

ative. In these kind of approaches, feature definition is very

important for learning based approaches. In the condition of

social media, machine learning based approach for sentiment

classification is also widely applied [28].

In this paper, we studied the problem using machine learn-

ing and particularly employed RNN to enhance the precision

of sentiment analysis. The idea is inspired by the fact that the

inner relationship between segments or words within a state-

ment has directly impact on the final polarity detection. Con-

sidering the capability of RNN in structured data predication

[14–17], we employ it to further capture structural informa-

tion to support sentiment analysis.

2.2 Recurrent neural network

A neural network is an interconnected group of natural or ar-

tificial neurons which use a mathematical or computational

model for information processing based on a connectionist

approach to computation. In most cases an neural network

is an adaptive system which changes its structure based on

external or internal information which flows through the net-

work [29]. Neural networks have been used in many applica-

tions successfully such as speech recognition [30,31], image

processing [32,33], dimension reducing [34] and etc.

However, traditional neural network does not get well ac-

cepted performance in structure data prediction where its in-

put is variable. To overcome this limit, recently RNN has

been proposed and achieved great success [14–17]. All the

achievement maybe due to its important feature called recur-

sion, through which the network can be implicitly deeper than

traditional neural network [35]. The recursion feature is able

to compress the arbitrary long windows history into a fixed

sized hidden layer and then recorded history can help make

improved result [36].

Figure 1 is the simplest RNN architecture (Adapted from

[37]) and its notations are listed in Table 1. As shown in

Fig. 1, RNN is unfolded across time to cover history infor-

mation. This architecture consists of an input layer w, a hid-

den layer s with recurrent connections to itself, and an out-

put layer y at the right side. Each layer consists of a certain

number of neurons, and the layers are connected with weighs

matrices U, W, and V . In language model scenario, the input

layer w(t) represents word at the t-th time step encoded with

bag-of-words feature. The hidden layer s(t) compresses long

history information into itself. The output layer y(t) stands for

the probability of next word predicted by w(t) and s(t−1). The

dimensions of input vector w(t) and the output vector y(t) are

equal to the size of vocabulary. The values of neurons in the

hidden layer s and output layer y are computed as follows:

Fig. 1 Architecture of recurrent neural network

x(t) = w(t) + s(t − 1), (1)

where x(t) represents vectors contacting neurons in w(t) and

s(t − 1).

s j(t) = f

⎛
⎜⎜⎜⎜⎜⎜⎝

|V |∑

i=1

xi(t)U ji

⎞
⎟⎟⎟⎟⎟⎟⎠ , (2)

yk(t) = g

⎛
⎜⎜⎜⎜⎜⎜⎝

|V |∑

j=1

s j(t)V jk

⎞
⎟⎟⎟⎟⎟⎟⎠ , (3)

where f (z) is sigmoid activation function like the following

one:

f (x) =
1

1 + e−x
, (4)

and g(x) is multi class function softmax defined as:

g(x) =
ex

|v|∑

k=1

ek

. (5)
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Table 1 Notations in recurrent neural network

Symbol Descriptions

U Weights metric between input layer and hidden layer

W Weights metric from hidden layer to hidden layer

V Weights metric between hidden layer and output layer

w(t) The values at the t-th time step encoded with bag-of-words fea-
ture

s(t) The values of hidden layer neuron at time step t

y(t) The values of output layer neuron at time step t

Among equations, the parameters (U,W,V) are learned us-

ing standard back-propagation or back-propagation through

time and stochastic gradient decent to maximize the likeli-

hood. In the output layer, gradient vector is computed using

cross entropy criterion.

2.3 Word embedding

Embedding words into a continuous vector space has a long

history in the domain of natural language processing. Ben-

gio et al. proposed a very popular model architecture to con-

struct a neural network language model [35]. In this model,

a feed-forward neural network with a linear projection layer

and a non-linear hidden layer were used to learn the word

vector representation and a statistical language model simul-

taneously. Neural network language model outperforms the

n-gram language model with an elaborated designed smooth

function [18]. Analysis indicates that the superior perfor-

mance is mainly attribute to the better trained word vectors

learned by neural network language model. For example,

having seen the sentence “Book three tickets from Boston to

Bejing” in a training corpus may help the model generalize to

the sentence “Book two tickets from HongKong to Washing-

ton”. That is mainly because that “Boston” and “HongKong”,

“three” and “two” in the sentences have similarities in both

semantic meaning and syntactic structure which in return put

them closer in the continuous vector space.

Except feed-forward neural network, many other archi-

tectures have also been proposed to train word embedding.

Whatever their purpose is to predict a probability of a word

given previous ones in a sentence [35,38] or actually to pro-

duce a better representation [39–41], all can achieve remark-

able performance. Among them, Skip-gram architecture is a

widely used mechanism for this task. Skip-gram tries to pre-

dict surrounding words based on the current word. More gen-

erally, it uses current word as input to a neural network model

and tries to predict word within a certain range before or after

it. This simple model has been proven to have achieved sat-

isfied performance [42]. Therefore, in this article we utilise

Skip-gram [40] to train an high quality embedding efficiently

as unsupervised fashion.

More formally, given a sequence of training words

w1,w2,w3, . . . ,wT , the objective of the Skip-gram model is

to maximize the average log probability:

1
T

T∑

t=1

[
k∑

j=−k

log(p(wt+ j|wt))], (6)

where k is the size of the training window (which can be a

function of the centre word wt). The inner summation goes

from −k to k to compute the log probability of correctly pre-

dicting the word wt+ j given the word in the middle wt. The

outer summation goes over all words in the training corpus.

In the Skip-gram model, every word w is associated with

two learnable parameter vectors, uw and vw. The probability

of correctly predicting the word wi given the word wj is de-

fined as:

p(wi|wj) =
exp(uwi

Tuw j)
V∑

l=1

exp(ul
Tuw j)

, (7)

where V is the number of words in the vocabulary.

The word representations computed using neural networks

are very interesting because the learned vectors explicitly en-

code many linguistic regularities and patterns. Somewhat sur-

prisingly, many of these patterns can be represented as lin-

ear translations. For example, the result of a vector calcu-

lation vec(Madrid) – vec(Spain) + vec(France) is closer to

vec(Paris) than to any other word vector [40].

2.4 Semi-supervised learning

Tagging a dataset manually is expensive and time consum-

ing [43]. Furthermore, in sentiment analysis scenario tag-

ging requires strong domain knowledge [44]. On one hand

labelled data is less and in short supply, on the other hand

unlabelled data is abundant and easy to get on the web [45].

Semi-supervised learning makes it possible to use both la-

belled and unlabelled data [46]. So far a lot of works have

been done on semi-supervised learning and this kind of meth-

ods have been widely proven successful [47]. It significantly

boosted performance in many NLP related tasks such as name

entity recognition [48], syntax parsing [49], machine transla-

tion [50], text document classification [51] and etc.

There exist several popular semi-supervised learning al-

gorithms among which Entropy Regularization is a popular

implementation which consists in maximizing the following
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objective function [47]:

C(θ, λ;Ln) =
l∑

i=1

log P(yi|xi; θ) +

λ

n∑

i=l+1

M∑

m=1

P(m|xi; θ) log P(m|xi; θ), (8)

where θ are the parameters to optimize, l is the number of

labelled data, xi is the labelled instance, yi is corresponding

label, λ is the Lagrange multiplier, m is one possible label

value and M is the number of all possible labels.

Another popular method is TSVM [52], which is a support

vector machine (SVM) based model benefiting from both la-

belled and unlabelled data and minimizes the following ob-

jective function:

min
w,ξl ,ξ∗u
{1
2

wTw + C
n∑

l=1

ξl +C∗
d∑

u=1

ξ∗u}

s.t. ∀l : yl(w
Tφ̇(xl) + b) >= 1 − ξl

∀u : y∗u(wTφ̇(x∗u) + b) >= 1 − ξ∗u, (9)

where w is the parameter of the model, C and C∗ are penalty

values for training and transductive examples, d is the number

of unlabelled data for transductive learning, n is the number

of labelled data, ξl and ξu are slack variables, xl and yl are

the labelled instance and its corresponding label, x∗u and y∗u
are the unlabelled instance and “pseudo label” obtained by

transductive learning.

Smith also proposed a contrast estimation on log-linear

model to utilize unlabelled data [53]. This method consists in

maximizing the following objective function unlabelled in-

stances:
∏

i

P(Xi = xi|xi ∈ N(xi); θ), (10)

where xi is an unlabelled instance,N(xi) is a set of examples

that are perturbations of xi, and the N is a mapping which

generates a set of perturbations of x. All the above methods

allows us to perform semi-supervised learning from both la-

belled data and unlabelled data.

As to the neural network, previously proposed deep neural

networks with traditional back propagation algorithm did not

get satisfied performance, partially due to not being initial-

ized properly [19,54]. Traditionally the parameters are ini-

tialized as random small weights, which results in a high

probability for the parameters to fall into poor local mini-

mums [55]. If they can be initialized properly by pre-training,

the performance will be well improved. Besides its contri-

bution to a better initialization, previous work [56] shows

that pre-training also acts as a regularizer on the parameters

even tough no explicit regularization terms for this effect ap-

peared in the objective function. Suppose parameters are to

be chosen from a space S , and S is split into regions Rk that

are the basins of attraction of descent optimization procedure

which minimizes the training error such that S ⊂ ∪Rk and

Ri∩R j = ∅. Let vk =
∫

1θ∈Rkdθ be the volume associated with

Rk, and πk be the probability that pre-training lands in Rk. We

then have
∑

k πk = 1. Erhan et al. have further indicated that

unsupervised pre-training is equivalent to adding penalty on

solutions that are outside the desired parameter space [56],

where

Regularizer = − log P(θ). (11)

For pre-trained models the prior P is

Ppre−training(θ) =
∑

k

1θ∈Rk

πk

vk
. (12)

We can verify that Ppre−training(θ ∈ Rk) = πk, and when

πk is tiny, the penalty is high for θ ∈ Rk. So pre-training

seems to constrain implicitly where the parameters ought to

be and thus confine them to optimal positions in the param-

eter space. As a result, most work around deep neural net-

work are mainly executed in two main procedures, 1) unsu-

pervised pre-training, where the weight or parameters are ini-

tialized by layer-wise unsupervised training [57]; 2) fine tun-

ing, where the parameters are further trained globally with la-

belled data using traditional back propagation algorithm [58].

In this paper, we train separately a set of word embeddings

and use it to initialize parameters in the proposed model. The

experimental study has shown the improvements with regard

to the polarity detection performance.

3 Methodology of SDRNN

In this section, we will present detailed description of our

proposed model, the semi-supervised deep recurrent neural

network (SDRNN). Firstly, we introduce the architecture of

SDRNN accompanying by description of cost function and

the reason why we take cross entropy rather than square er-

ror root as cost function. Furthermore, we demonstrate how

we train the proposed model using back propagation through

time algorithm including detailed derivation of error signals

in output layer and hidden layer. Since we intend to utilize

on abundant unlabelled data which are available on the in-

ternet, we also give a characterization on approaches to train

word embedding and how it can be deployed to pre-train our

model.
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3.1 Dual recurrent neural network for sentiment analysis

In this research, a novel discriminative RNN model for sen-

timent analysis architecture has been proposed, as shown in

Fig. 2 and unfolded version in Fig. 3 and its notations are

listed in Table 2. Similar to traditional RNN model, it is also

unfolded across time to cover long history memory. In senti-

ment analysis scenario, the whole statement is firstly divided

into K parts. As a result the input layer w(t) represents words

at the t-th parts of the encoded with bag-of-words feature.

Fig. 2 Architecture of SDRNN

Fig. 3 Dual recurrent neural network unfolded as deep feed-forward neural
network

The output layer y(t) stands for the sentiment distribution

predicted by w(t). The hidden layer s(t) can compress ar-

bitrary long history information into itself. The dimension

of input vector I(t) equals to the size of vocabulary and the

Table 2 Notations in SDRNN

Symbol Descriptions

d Distribution of desired output

y Distribution of predicted output

dk The kth element of desired output

yk The kth element of predicted output

loss(d, y) Loss function between desired output and predicted output

H(d, y) Cross entropy between desired output and predicted output

oi The ith element of output layer

output vector y(t) equals to the size of sentiment labels. The

values of neurons in the hidden layer s and output layer y are

computed as follows:

x(t) = w(t) + s(t − 1), (13)

w(t) here stands for the whole words in the t-th parts or seg-

ments rather than the t-th words in a sentence:

s j(t) = f

⎛
⎜⎜⎜⎜⎜⎜⎝

|V |∑

i=1

xi(t)U ji

⎞
⎟⎟⎟⎟⎟⎟⎠ , (14)

where f (z) is sigmoid activation function, you can also use

other activation functions:

l(t) = s(t) + y(t − 1). (15)

Intuitively, the sentiment distribution at previous time step

would also be possible to contribute to the final polarity de-

tection result. Inspired by this idea, the proposed architecture

has been designed to have a recursion from Y to itself, as de-

fined below:

yk(t) = g

⎛
⎜⎜⎜⎜⎜⎜⎝

|l|∑

j=1

l j(t)V jk

⎞
⎟⎟⎟⎟⎟⎟⎠ . (16)

If we choose mean square error as objective function then

error signals can be computed as follows:

loss(d, y) =
∑

i=1

(dk − yk)2

⇒ ∂loss
∂ok

= (dk − yk) × ∂yk

∂ok

= (dk − yk) × yk × (1 − yk)
︸���������︷︷���������︸

suboptimal

. (17)

Otherwise, if we take cross entropy [59] as objective func-

tion, it is able to get error signals as follows:

H(d, y) =
∑

i

d(Xi) log(p(Xi))

= log p(Xcorrect) = ocorrect − log
∑

i

eoi
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⇒ ∂H(P,Q)
∂ok

= δ(k = correct) −
∂log
∑

i

eoi

ok

= δ(k = correct) − eok

∑

i

eoi
= δ(k = correct) − yk. (18)

In Eq. (17), terms in under-brace may make whole error

signal very small since both yk and 1–yk are smaller than 1,

which makes the model difficult in updating parameters. In

this scenario, it is important to use cross entropy rather than

mean square error which would leads to suboptimal since the

purpose is to minimize entropy and perplexity. As a result, in

this work we deploy cross entropy as loss function.

Therefore the objective function is then defined as:
∏

t

P(y(t)|x(t)). (19)

Error signals in model are computed as follows:

eo(t) = (d(t) − y(t)) × K
t
, (20)

where d(t) is the expected value which represent sentiment

label that should be predicted(all encoded with one-hot vec-

tor), y(t) be the predicted sentiment label and K is the number

of parts into which we divided the description. Since the t-th

part is just a part of the whole statement and do not take the

whole information so we discount the error signal to let the

model do not trust it completely.

After getting error signals in output layer, what we need to

do is propagating it back to hidden layer.

eh(t) = gh(eo(t)TV, t), (21)

where gh(x, t) is element-wise operation computing values as

follow:

gh(x, t) = x. ∗ s(t). ∗ (1 − s(t − 1)). (22)

Other weights are updated using traditional back propaga-

tion algorithm:

V(t + 1) = V(t) + s(t)eo(t)α − V(t)β; (23)

U(t + 1) = U(t) + w(t)eh(t)α − U(t)β; (24)

T(t + 1) = T(t) + y(t − 1)eo(t)α − T(t)β; (25)

W(t + 1) =W(t) + s(t − 1)eh(t)α −W(t)β, (26)

where eo, eh is respectively error vector of output layer and

hidden layer, α and β are learning rate which are manually

set. The last term of each equation is regularization in accor-

dance with Occam’s razor theory.

However, training algorithms presented above is depicted

as back-propagation algorithm. It is out of question since

RNNs can be viewed as a normal feed-forward neural net-

work with only one hidden layer assuming final sentiment

distribution only depends on previous hidden layer state and

previous output layer state. That’s to say, the model captured

sentiment distribution just based on hidden layer and output

layer activation at previous time. In addition, if the model

learning context information, it is just happened to be.

Nevertheless, RNNs are designed to model long sequence

or segment context information. As such, in this paper we

take back-propagation through time, an extension of tra-

ditional back-propagation optimization method, which can

guarantee the model learn what should be stored in hidden

layer and output layer recursion. The procedure goes like this:

RNNs with recursion used for k times step can be unfold as

a deep feed-forward neural network with k hidden layers as-

suming weight matrix in these recursion are the same [60].

According to back-propagation through time algorithm

[61,62], weights are updated as follows:

V(t + 1) = V(t) +
T∑

τ=0

s(t − τ)eo(t − τ)α − V(t)β, (27)

U(t + 1) = U(t) +
T∑

τ=0

w(t − 1 − τ)eh(t)α − U(t)β, (28)

T(t + 1) = T(t) +
T∑

τ=0

y(t − 1 − τ)eo(t − τ)α − T(t)β, (29)

W(t + 1) =W(t) + s(t − 1)eh(t)α −W(t)β. (30)

3.2 Semi-supervised recurrent neural network

So far, the proposed model is only trained by using labelled

data. However, as mentioned in earlier section, recurrent neu-

ral is a complicated model which has many local optimiza-

tion. Therefore it is necessary to initialize the model. In this

research, we collect movies reviews data from IMDB website

and then use these data to conduct training for a set of word

embedding.

The reason we train word embedding instead of using pop-

ular SENNA embedding is because that our trained word em-

bedding is domain specific which has strong prior towards

movie domain. In this article Continuous Skip-gram Model

[18] is employed as it has been proven to be efficient and

of high quality. Its core point is to use each current word as

an input to a log-linear classifier with continuous projection

layer, and predict words within a certain range before and

after the current word, as shown in Fig. 4 adapted from [18].
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Fig. 4 Architecture of Skip-gram

As such the objective function can be defined as:

∏

y(t)∈Range(w(t))

P(y(t)|w(t)), (31)

where w(t) represents the current word and Range(w(t))

stands for words that in a context window over w(t).

After the word embedding has been trained, it can be used

to initialize the weights between the input layer and hidden

layer. As a result, the network is well initialized and expected

get better result when optimized.

To combine the labelled and unlabelled data, the following

objective function is employed:

argmin
∧∈Rk

[ −
l∑

i=1

log(p(yi)|xi;∧) −
l+u∑

i=l

log(p(y∗i )|x∗i ;∧)
]
, (32)

where the first term is supervised learning part and the second

one is unsupervised fashion. xi stands for bag-of-words in a

description, yi stands for sentiment labels while x∗i represents

words in a sentence and y∗i represents words in a context win-

dow over x∗i . The symbol ∧ is parameter in this model, l is

the number of labelled data and u is the number of unlabelled

data. The overall training procedure is shown in Algorithm 1.

Algorithm 1 Training algorithms of SDRNN model

Input:

Sequence 〈(x1 , y1),(x2 , y2), . . . , (xn , yn)〉
Learned word embedding using above Skip-gram

Maximum epoch and learning rate.

Output:

Learned parameters 〈U,W,V, T 〉 of SDRNN model

1: Using learned word embedding to initialize parameter U

2: For each training example (xi, yi), do feedforward pass obtaining out-
put pi

3: Computing error signals and updating parameters using Eqs. (27),
(28), (29), (30).

4: Looping until meets maximum epoch.

4 Experimental study

4.1 Dataset

For the purpose of comparing the proposed model against

other baseline approaches, three well known and widely used

datasets are employed in this research, i.e., well balanced

dataset movie review and non-balanced dataset MPQA opin-

ion corpus and Customer Review dataset. The description de-

tails of the three datasets can be found in Table 3.

Table 3 Dataset summary

Dataset Number of instance Positive/Negative

Movie review 10 624 0.5/0.5

MPQA opinion corpus 10 662 0.31/0.69

Customers review 3 772 0.64/0.36

1) Movie Review1): In this dataset, each items of this

dataset is a review on a movie collected from IMDB

website and is labelled either positive or negative polar-

ity. This dataset contains 10 662 review snippets and the

number of positive and negative sentiments are equal to

5 331 [63].

2) MPQA Opinion2) : The MPQA Opinion Corpus con-

tains news articles from a wide variety of news sources

manually annotated for opinions and other private states

(i.e., beliefs, emotions, sentiments, speculations, etc.)

[64]. This dataset has 10 624 instances, but its distribu-

tions of negative and positive are not balanced.

3) Customer Review3) : This dataset is very much alike

Movie Review, the difference is that each items is a re-

view on a product (Nokia, Canon, Apex and etc.) and

also is labelled either positive or negative. This dataset

comprises 3 772 instances, distributions of negative and

positive are also not balanced [65].

In this experimental study, all the above data sets are ran-

domly split into training set (70%) and test set (30%).

4.2 Experimental settings and evaluation metrics

Since the proposed SDRNN is an extension of traditional

RNN, the main hyper-parameters of SDRNN will be simi-

lar to traditional RNN, i.e., hidden layer size, learning rate

and regularization penalty factor [37]. Meanwhile, since the

input in the proposed SDRNN model is a set of segments, the

segment size will be also a decisive factor affecting the over-

all polarity detection performance. To simplify the validation

1) http://www.cs.cornell.edu/people/pabo/movie-review-data/
2) http://mpqa.cs.pitt.edu/
3) http://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html
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in this experimental study, evaluation will be conducted over

different hidden layer size and segment size with learning rate

equals 0.1 and regularization penalty factor 1e − 4, as these

two factors are generally pre-defined in advance [66].

In this research, the performance is mainly evaluated by

the effectiveness of classifying a statement into positive and

negative. As such the metrics will employ accuracy, which is

widely used in information retrieval field [67], as the main

measurement, which is defined as below:

accuracy =

n∑

i=1

1{di == yi}

#testset
, (33)

where di is the desired value on positive or negative and yi the

predicted value.

4.3 Baseline methods

In this research, to show the promising potential of the pro-

posed SDRNN model, some baseline methods are selected to

be compared with regard to the performance over different

datasets. The four base line models are listed below:

1) Bag-of-words: This method simply uses bag-of-words

feature and logistic regression to classify a statement

into positive or negative. It is a typical and classical bi-

nary classification problem [68].

2) Vote by Lexicon: In this approach, the polarity of a

subjective sentence is decided by voting of each word’s

prior polarity. This method employs a sentiment lexicon

proposed by [69,70] to count the statement’s polarity.

3) Rule-based reversal using a dependency tree: The

polarity of a subjective sentence is deterministically de-

cided basing on rules, by considering the sentiment po-

larities of dependency sub-trees. The polarity of the de-

pendency sub-tree whose root is the i-th phrase is de-

cided by voting the prior polarity of the i-th phrase and

the polarities of the dependency sub-trees whose root

nodes are the modifiers of the i-th phrase [68].

4) Tree-CRF: This dependency tree based method is

widely used for sentiment classification of English sub-

jective sentences using conditional random fields with

hidden variables [68].

4.4 Evaluation results

Firstly, we collected one million sentences from IMDB web-

site as unlabelled data. Figure 5 is its entropy variation during

training process, which also proved that Skip-gram was able

to get well accepted performance since the lowest entropy is

almost 100. We have tried different method to train word em-

bedding. Among these method, Skip-gram is the best one in

terms of entropy. This is also consistent with Tomas’s experi-

ment result [42]. Table 4 future demonstrates what the model

learned, words with semantic and syntactic similarity tend to

be close to each other in lower dimension space.

Fig. 5 Entropy variation in unlabelled data

Intuitively, sentiment label distribution of part of descrip-

tion would affect the whole result. Therefore, one of the

biggest features of the proposed model is to divide the in-

put into K parts and feed it to the model sequentially. The

purpose of adopting this mechanism is to utilize recursion

character of RNN. As depicted in Figs. 6(a), 7(a), 8(a) dif-

ferent partition numbers of description would lead to differ-

ent performance. When K equals 1, the model is just like a

simple feed-forward neural network. The performance gets

improved with segment partition increasing gradually. In a

nutshell, feeding description sequentially boosts the perfor-

mance than just feeding all word to the model at a time.

Table 4 Word embeddings trained with Skip-gram model using movie domain sentences

Query words What A Bad Amazing China Movie Fantastic Fancy

why An Good Incredible Japan Comedy Picaresque Shoeshine
how The Decent Unnatural Iran Cartoon Captivating Snappy
that Another Great Ultimate Korea Comic Climactic Gruntled

which Any True Unbelievable Ethiopia Television Frightful Steppin
Similar words Either Every Big Exceptional Asia Film Heroic Lovely

someone No Litter Horrible Africa Radio Voltron Casual
you His Missing Awkward Turkey Documentary Calaustrophobic Trucker

hillel This Possible Obvious Thailand Book Horrifying Gaudy
whether Its Bad Unending Pakistan Concert Horrible Who



180 Front. Comput. Sci., 2015, 9(2): 171–184

Fig. 6 Accuracy variation over partition count and hidden layer size in movie review dataset. (a) illustrates performance variation over different
partition count with hidden layer size being 300; (b) depicts performance variation over different hidden layer size with partition count being 7

Fig. 7 Accuracy variation over hidden layer size and partition count in MPQA corpus dataset. (a) illustrates performance variation over
partition count with hidden layer size being 200; (b) depicts performance variation over different hidden layer size with partition count being 4

Fig. 8 Accuracy variation over hidden layer size and partition count in customer review corpus dataset. (a) illustrates performance variation
over partition count with hidden layer size being 200; (b) depicts performance variation over different hidden layer size with partition count
being 6

Figures 6(b), 7(b), 8(b) demonstrates the performance vari-

ation over different hidden layer size. Firstly, performance

increases with hidden layer size getting larger. After the

best one, the performance would decrease. It may partially

due to the fact that when hidden layer size becoming larger

and larger, parameters of RNN would also squarely increase

which in return resulted in over-fitting. One way to tackle this

phenomena, which is quite common in neural network mod-

els, is to use more date or increase regularization coefficient

λ. Since we have already achieved a better number, so we did

not tune the pesky parameters though it may get a higher one.

As Fig. 2 shows, this work utilizes dual recursion for hid-

den layer and output layer respectively. The conducted ex-

perimental study has shown that dual recursions from hidden

to hidden and output to output can boost performance effec-

tively.

4.5 Discussion

Table 5 is the comparison result of the proposed model

against widely used models in the community. In this table,

HR means using the hidden to hidden recursion only, DR

stands for using recursion both hidden to hidden and output to

output recursions, while WEI represents using word embed-

ding trained from above stage to initialize weights between

the input layer and the hidden layer. Actually, “SDRNN

+HR” represent traditional recurrent neural network. The rea-

son why method “SDRNN+HR” gets poor performance is

because neural network is complex and also gets many local

optimal point. Nevertheless, when we use semi-supervised

fashion we gain well accepted performance though still lower

than state-of-the-art system. In addition, we introduced dual

recursion to the model from which we obtained state-of-the-
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art performance though not significant. From the above ta-

ble, we can draw a conclusion that initialization using word

embedding is able to guide the model to global optimization

point, and dual recursion can take full advantage of previous

sentiment label which results in acceptable result.

Table 5 Accuracy summary over different methods

Movie Customer
Method

review
MPQA

review

Bag-of-words 0.764 0.841 0.814

Voting by lexicon 0.631 0.817 0.742

Rule-based reversal 0.629 0.818 0.743

Tree-CRF 0.773 0.861 0.814

SDRNN+HR 0.723 0.829 0.781

SDRNN+WEI+HR 0.767 0.855 0.805

SDRNN+WEI+DR 0.781 0.867 0.821

To further clearly describe what the model can learn, we

projected learned embedding, connection weights between

input layer and hidden layer, into a two-dimensional space us-

ing widely used dimension reduction and visualization tools

[71,72], as shown in Fig. 9.

Fig. 9 Embeddings learned by SDRNN model

In Fig. 9, each point represents a word with different

colour. As depicted, SDRNN model separates words into two

cliques since the output labels are just two categories. Words

in the upper left corner of Fig. 9 are those contribute a lot to

sentiment labels, such as “wonderful”, “great”, “cool” and

etc. Table 6 illustrated those word in detail where the top

left corner aggregates words with positive meaning while the

bottom right corner are those with negative meaning. In re-

gard to previous sentiment analysis methods, Bag-of-words

approach just represents word with one-hot vector which fails

to capture semantic and syntactic meanings, and no machine

learning at all. Furthermore, voting by lexicon does capture

semantic information indeed but building such a lexicon is

time consuming and untraceable. While our semi-supervised

approach could pull together words with same semantic and

syntactic meanings, so long as the training corpus is large

enough we can construct an comprehensive lexicon. More-

over, CRF based method is a shallow model compared with

SDRNN and cannot learn a highly abstracted representation.

However, performance of machine learning is heavily depen-

dent on the choice of data representation [73]. This learned

embedding and feedback from past prediction may account

for polarity detection performance.

5 Conclusion and future works

In this paper, we have thoroughly investigate the importance

of inter-relationship of phrases and words, thereby focusing

on from segment’s perspective instead of simply the whole

description or each sentences. Afterwards we proposed a dis-

criminative recurrent neural network model to execute senti-

ment analysis and empirically validated our hypothesis and

the results demonstrate that regarding segment as atomic unit

would gain better performance. Firstly we utilized a lot of un-

labelled data to train a set of word embedding which are used

to initialize weights between input layer and hidden layer. In

addition, labelled data are also employed to fine tuning the

network. In order to use the recursion character, we divide

description into K parts and feed them to the proposed model

sequentially. Experimental studies are conducted on balanced

and non-balanced datasets and the result has proven its im-

provement on effective polarity detection. It is believed the

proposed method will offer researchers in this field insight in

neural network based sentiment analysis.

Though the proposed method has shown it potential, some

challenges still deserve further efforts and one of them is

to investigate whether back propagation through time opti-

mization algorithm can really improve the effectiveness to

recurrent neural network [74,75]. To clarify the uncertainty,

we may use Newton method or conjugate Newton method to

Table 6 Representative words that are close to each other after supervised learning in Fig. 9

Words in the top left corner Words in the bottom right corner

World-famous wonderous amazing terrifically Boring bothersome capricious cheerless

Undisputably top-quality incredible unbelievable Clamorous complains congestion conspicuous

Alluringly thrilling admiring well-established worthiness Contradiction deceitful delinquency devilish fake
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optimize the network to further investigate the results. In ad-

dition, it is also significant to try different training techniques

such as auto-encoder [76,77], restricted Boltzmann machines

[78] to train word embedding as initialization weights be-

tween input and hidden layers.
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