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Abstract In this paper, several diversity measurements will

be discussed and defined. As in other evolutionary algo-

rithms, first the population position diversity will be dis-

cussed followed by the discussion and definition of popu-

lation velocity diversity which is different from that in other

evolutionary algorithms since only PSO has the velocity pa-

rameter. Furthermore, a diversity measurement called cog-

nitive diversity is discussed and defined, which can reveal

clustering information about where the current population

of particles intends to move towards. The diversity of the

current population of particles and the cognitive diversity to-

gether tell what the convergence/divergence stage the cur-

rent population of particles is at and which stage it moves

towards.

Keywords particle swarm optimization, population diver-

sity, cognitive diversity
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Particle swarm optimization (PSO) was invented by Russ
Eberhart and James Kennedy in 1995 through simplifying
a social simulation model which was originally developed to
simulate the process of birds seeking food [1,2]. The PSO al-
gorithm is a population-based evolutionary algorithm. Like
other evolutionary algorithms, each individual (called parti-
cle in PSO) in the population represents a candidate solution
to the problem to be solved. Unlike other evolutionary al-
gorithms, each individual/particle has a velocity parameter
associated with it in addition to its position parameter in the
solution space, which is the only parameter that an individ-
ual in other evolutionary algorithms has [3–5]. Each parti-
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cle “flies” through the solution space with a velocity which
is dynamically changed according to its own flying experi-
ence and its companion’s flying experience. It is this velocity
changing rule through which all the particles communicate
and share information among themselves. Furthermore, it
is this sharing and communicating mechanism that enables
particles to fly towards better and better search areas while
at the same time to risk to be stuck into local minima [6,7].

The search process or flying trajectories of particles are
complicated and nonlinear. To search for good enough solu-
tions, especially for the multi-modal optimization problems,
the search process needs to have the ability to converge at
some time while diverging at other times in order to have the
ability to find good enough solutions and to be able to avoid
to be stuck in un-wanted local minima. Therefore, it is criti-
cal to have a capability to monitor the search process of PSO
in order to first understand the PSO search process and then
design a better algorithm or even have possibilities to control
the search process later.

A straightforward approach to measure the diversity of
PSO is to use the standard deviation of the fitness values of
all the population particles [8,9]. Population fitness values
are attributes of the PSO behaviors and not the PSO parti-
cles themselves directly. Therefore, this kind of diversity
measurement is simple but it is an indirect measurement of
the population diversity. In Ref. [10], the diversity of PSO
has been looked at from different perspectives. Each parti-
cle in a PSO has an n-dimensional velocity associated with
it in addition to its position as in other evolutionary algo-
rithms. Therefore, diversities with regards to particles’ posi-
tions and velocities have been discussed in Ref. [10] instead
of only the position diversity as in other evolutionary algo-
rithms. Furthermore, for velocity diversity, both velocity
speed diversity and velocity directional diversity were dis-
cussed since each velocity has two attributes, its speed and
its direction. The velocity speed tells how fast a particle is
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flying and the velocity direction tells where a particle is fly-
ing towards.

In this paper, several diversity measurements will be dis-
cussed to monitor the search process. The basic PSO algo-
rithm will be reviewed in Section 2. In Section 3, diversity
measurements will be discussed, followed by discussions
and conclusions in Sections 4 and 5, respectively.
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The original PSO algorithm is very simple in concept and
easy in implementation. It can be formulated as [6,7]

vid(t + 1) = wid(t)vid(t) + c1rand()(pid(t) − xid(t))

+ c2Rand()(pgd(t) − xid(t)), (1a)

xid(t + 1) = xid(t) + vid(t + 1). (1b)

where c1 and c2 are positive constants, and rand() and
Rand() are two random functions in the range [0,1] and are
different for all dimensions and all particles; xid(t) repre-
sents the dth position value of the ith particle at time step
t; pid(t) represents the dth position value of the best previ-
ous position (the position giving the best fitness value) of the
ith particle at the time step t; T he symbol g represents the
index of the best particle among all the particles in its neigh-
borhood; vid(t) represents the rate of the dth position value
change (velocity) for particle i at time step t; wid(t) is the
inertia weight for the dth element of particle i at time step
t. Usually, all the wid(t) will have the same value for sim-
plicity, but the inertia weight can be dynamically adjusted
according to the current and historical performance of the
particles, which will improve the PSO’s performance since
the search process of a PSO algorithm is nonlinear and com-
plicated [9]. A simple and straightforward approach is to
linearly decrease inertia weigh over the course of PSO [6].
Other PSO parameters can be fixed and/or even can be dy-
namically changed to affect the search process in the hope
of having a more diverse or better performed PSO particles
[11,12].

Equation (1) is the equation governing the flying trajec-
tory of particles. Eq. (1a) tells how the velocity is to be
changed. In order not to violate the physical law, the veloc-
ity can not be changed abruptly and shall be changed from
the current velocity, which is reflected by the first part of the
Eq. (1a) as a “flying” particle’s momentum. The other two
parts of the Eq. (1a) reflect the learning and collaboration
capability of a particle. The second part reflects a particle’s
self-learning capability or self-cognition, that is, a particle
learns from its own flying experience. The third part reflects
particle’s collaboration capability, that is, a particle learns

from “flying” experience of its neighboring particles. The
position of a “flying” particle is adjusted according to the
Eq. (1b) [3,6,7].

There are two most commonly used versions of PSOs,
global version and local version. In a global version PSO,
a single and unique gbest is shared by all particles in the
whole population. In a local version PSO, each particle in the
population may have different gbest which is the best per-
formed particle within the particle’s own neighborhood. In
both global and local version PSO, particles fly through the
search space with dynamically changed velocities according
to the Eq. (1a). The neighborhood of each particle is gen-
erally defined as its topologically nearest particles at each
side instead of Euclidean neighborhood. The global version
PSO can be considered as a special case of a local version
PSO if the whole population is considered as each particle’s
neighborhood. It has been claimed that the global version
PSO converges fast, but with potential to converge to the lo-
cal minimum, while the local version PSO might have more
chances to find better solutions slowly [13,14].

The process for asynchronously implementing the global
version of PSO is as follows [4,5]:

1) Randomly initialize the position and velocity values for
a population of particles on n dimensions in the solution
space.

2) For each particle, evaluate its performance according to
its fitness (or evaluation) function in n variables.

3) If it is the first generation, it is copied as pbest, oth-
erwise compare particle’s fitness value with particle’s
pbest. If current fitness value is better than pbest, then
set pbest value equal to the current fitness value, and
the pbest position equal to the current position of the
particle in n-dimensional solution space.

4) Compare fitness value with the population’s overall pre-
vious best. If current value is better than gbest, then set
the current particle to be the gbest.

5) Update the velocity and position of the particle accord-
ing to Eq. (1).

The above steps loop through cycle by cycle until usually
a good enough solution has been found or a pre-set maxi-
mum number of generations have been reached.

PSO is very good at finding good enough solutions for
a large range of problems, such as constrained optimization
problems [15], multi-objective optimization problems [16],
etc.

For the purpose of easiness of discussion below and with-
out loss of generality and clarity, the time step t is omitted in
the following discussion and the positions and velocities of
particles in a population at time step t can be mathematically
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represented in vector format as follows, where m is the pop-
ulation size of the swarm, and n is the number of dimensions
(variables) for each particle.

xi = {xi1,xi2, . . . , xin}, i = 1, 2, . . . , m (2a)

vi = {vi1, vi2, . . . , vin}, i = 1, 2, . . . , m (2b)

pi = {pi1, pi2, . . . , pin}, i = 1, 2, . . . , m (3)

The population of particles’ positions and velocities can also
be represented in matrix forms as follows:

X =(x1, x2, . . . , xm)T =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

x11 x12 · · · x1n

x21 x22 · · · x2n

...
...

xm1 xm2 · · · xmn

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (4)

V =(v1, v2, . . . , vm)T =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

v11 v12 · · · v1n

v21 v22 · · · v2n

...
...

vm1 vm2 · · · vmn

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (5)

The same applies to pbest as below.

P =(p1, p2, . . . , pm)T =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

p11 p12 · · · p1n

p21 p22 · · · p2n

...
...

pm1 pm2 · · · pmn

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (6)
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As mentioned in Section 1, a PSO search process is com-
plicated and nonlinear. Generally, a good PSO algorithm
should have a balanced exploration and exploitation capabil-
ity. When the particles are away from good enough solutions
and are diverse enough, the PSO should have more exploita-
tion capability than exploration capability, that is, the PSO
should be more in the converging process; when the parti-
cles are clustered and are away from good enough solutions,
the PSO should have more exploration capability than ex-
ploitation capability, that is, the PSO shall be more in the
diverging process. Intuitively, a good way to monitor the de-
gree of convergence/divergence of PSO search process is to
calculate or evaluate its diversity from time to time.

For PSO, unlike other evolutionary algorithms, each par-
ticle (or individual) has a velocity associated with it in addi-
tion to its position; therefore for PSO, not only the particles’

position diversity needs to be studied, but also particles’ ve-
locity diversity. In this section, population diversity mea-
surements are discussed.

3.1 Position diversity

Several methods have been provided to measure the particle
swarm’s population position diversity and the velocity diver-
sity, such as element-wise population position diversity, Eu-
clidean distance-based population position diversity. For the
population position diversity, in Ref. [10], the dimension-
wise diversities were studied and defined so that the parti-
cles’ diversity/performance can be monitored dimension-by-
dimension since it is not uncommon that in PSO, particles
are in convergence stage with regards to some dimensions
while in divergence stage for some other dimensions. For
detail on position diversity, please refer to Ref. [10].

3.2 Velocity diversity

In Ref. [10], for the population velocity diversity, both the
directional and speed diversities of the particles’ velocities
in a population are discussed. For the population velocity
speed diversity, dimension-wise diversity is defined while
for the population velocity directional diversity, it is calcu-
lated by measuring the angular difference between each par-
ticle’s normalized velocity’s direction and the average nor-
malized velocity’s direction.

One concern with the population velocity directional di-
versity calculation using the angles between the particles’
velocities and the average velocity is that all the angles are
not at the same plane. Therefore, two velocities having the
same angles to the average velocity does not mean the two
have the same relations with the average velocity.

Here we propose to use the same dimension-wise method
to calculate the population velocity directional diversity as
in Ref. [10].

First, the velocity vector for each particle is normalized
to have a unit length, therefore all the velocity vectors have
the same length while the velocity’s directional information
remains the same.

vnor
ij =

vij√√√√
n∑

j=1

v2
ij

. (7)

For particles in a population, they will have different ve-
locity directional behaviors for different dimensions. Direc-
tional differences for some dimensions among particles will
be small while for others they maybe much larger. Even for
some dimensions, they may end up having the same dimen-
sional directional behavior. Therefore, it is helpful and/or
useful to know the dimension-by-dimension velocity direc-
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tional diversity,

v̄nor
j =

1
m

m∑
i=1

vnor
ij . (8)

Dj =
1
m

√√√√
m∑

i=1

(vnor
ij − v̄nor

j )2. (9)

In Eq. (8), the normalized average velocity value for each
dimension is calculated, while the dimension-wise veloc-
ity directional diversity is calculated by Eq. (9). For an n-
dimensional problem, we end up to have a n dimension-wise
velocity directional diversity vector (D1, D2, . . . , Dn).

The velocity directional diversity as a whole can be cal-
culated by combining the n dimensional velocity directional
diversities. Several straightforward ways are discussed be-
low.

3.2.1 Weighted summation of velocity directional diversi-
ties

The n dimension-wise velocity directional diversities can be
weighted and then summed to be the velocity directional di-
versity as a whole as shown below:

D =
n∑

i=1

wiDi. (10)

When all the weights are equal, Eq. (10) can be re-written as

D = w
n∑

i=1

Di. (11)

When w equals to 1, it is the summation of the directional
diversities; when w equals to 1/n, it is the average of the
directional diversities.

3.2.2 Weighted maximization of velocity directional dive-
rsities

The n dimension-wise velocity directional diversities can be
weighted and then the maximum weighted directional diver-
sity is considered to be the velocity directional diversity as a
whole as shown below:

D = max{wiDi}. (12)

When all the dimension-wise directional diversities are
weighted the same and have the same weight 1, then the ve-
locity directional diversity as a whole is equal to the maximal
dimension-wise directional diversity.

3.2.3 Weighted sum-square of velocity directional diversi-
ties

The velocity directional diversity as a whole can also be the
weighted sum-square of all dimension-wise velocity direc-
tional diversities as shown below:

D =

√√√√
n∑

i=1

wiD2
i . (13)

When all weights are equal to 1, it is the Euclidean distance
of the dimension-wise velocity directional diversity vector.

3.3 Cognitive diversity

Unlike other evolutionary algorithms, PSO has a memory of
historical experience, that is, PSO has n different pbest, with
one for each particle. These n different pbest govern where
particles fly toward. These n pbest are updated generation-
by-generation and therefore reveal some dynamic informa-
tion about where the target search areas tend to be generation
over generation. Therefore, the diversity of these n pbest

provides us rich information about particles’ dynamic target
search areas. In this section, measurements for the diversity
of n pbest, called cognitive diversity, are discussed.

3.3.1 Element-wise cognitive diversity

A straightforward approach is to calculate the difference
among all elements of all n pbest as shown below:

p̄ =
1

n × m

m∑
i=1

n∑
j=1

pij . (14)

Dc
E =

1
n × m

m∑
i=1

n∑
j=1

[pij − p̄]2. (15)

In Eq. (14), the average value of all elements of all n pbest
is first calculated and Eq. (15) defines the cognitive diversity
as the average squared difference between all elements of all
n pbest and the average value calculated in Eq. (14)

3.3.2 Euclidean distance-based cognitive diversity

In this approach, the Euclidean distance between each pair
of particle’s pbest is first calculated, then the distance is
normalized within the dynamic range of particle’s position
[a, b], finally the Euclidean distance-based cognitive diver-
sity is defined as the average of all the normalized distances
as shown in Eqs. (16)–(18) below:

dc(pi, pj) = ‖pi − pj‖ . (16)

d̃c(pi, pj) =
dc(pi, pj)
‖a − b‖ . (17)

Dc
ED =

2
n(n − 1)

n∑
i=1

n∑
j=i+1

d̃(pi, pj). (18)

3.3.3 Dimension-wise cognitive diversity

It is not uncommon that for some dimensions, n pbest have
very similar dimensional values while other dimensions have
very different dimensional values, therefore, it is also critical
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to look at the cognitive diversity dimension-by-dimension.
The dimension-wise cognitive diversity can be calculated us-
ing the Eq. (19) shown below:

p̄j =
1
m

m∑
i=1

pij ,

Dc
j =

1
m

m∑
i=1

[pij − p̄j ]2.

(19)

In Eq. (19), the average value is first calculated dimension-
by dimension. Then for each dimension, the average differ-
ence between the element value of that dimension and the
average value for all particles is defined as the dimensional
cognitive diversity. Therefore, we have an n-dimensional
cognitive diversity vector (Dc

1, D
c
2, . . . , D

c
n). Based on this

n-dimensional cognitive diversities, there are several ways to
measure the dimension-wise cognitive diversity as a whole.

3.3.3.1 Weighted summation cognitive diversity

The dimension-wise cognitive diversity can be defined as a
weighted summation of n dimensional cognitive diversities
as shown below:

Dc
WS =

n∑
j=1

wjD
c
j . (20)

where wj is a positive value (weight) less than or equal to 1.
If all the dimensions are treated equally, we have wj = 1/n

for all values of j. Then Eq. (20) can be rewritten as Eq.
(21):

Dc
WSew =

1
n

n∑
j=1

Dc
j . (21)

3.3.3.2 Weighted maximization cognitive diversity

The maximal value of n weighted dimensional cognitive di-
versities can be defined as the dimension-wise cognitive di-
versity as a whole as shown below:

Dc
WM = max{wjD

c
j}, j = 1, 2, . . . , n (22)

where wj is the weight for the Dc
j dimensional cognitive di-

versity for the jth dimension.

3.3.3.3 Cognitive diversity vector length

The dimension-wise cognitive diversity can also be defined
as the weighted Euclidean length of the dimensional cogni-
tive diversity vector as shown in Eq. (23):

Dc
L =

√√√√
n∑

j=1

wjDc2

j , j = 1, 2, . . . , n (23)

when all weights are the same and equals to 1, it is the Eu-
clidean distance of the dimensional cognitive diversity vec-
tor.

3.3.3.4 Normalized dimension-wise cognitive diversities

Another method to calculate the cognitive diversities anal-
ogous to Eqs. (19)–(23) is to normalize the pbest position
values with regards to the dynamic range [a, b] before cal-
culating the cognitive diversities. The ith particle’s pbest
position value can be normalized as

p̂ij =
pij

|bj − aj | , aj � pij � bj ;

i = 1, 2, . . . , m; j = 1, 2, . . . , n

(24)

The n normalized dimensional cognitive diversity can then
be calculated according to Eq. (25):

p̄j =
1
m

m∑
i=1

p̂ij ,

Dc
jN =

1
m

m∑
i=1

[p̂ij − p̄j]2.

(25)

The normalized dimension-wise cognitive diversity as a
whole can then be calculated by using the weighted sum-
mation, weighted maximization, or diversity vector length
approach as defined in Eqs. (20)–(23).
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The diversity of particles is a good measurement to use for
monitoring the search process of PSO, and a good metric to
use for revealing when the particles have risk to be stuck in
local minima. The PSO algorithm has a memory of previous
best performance for each particle in addition to a popula-
tion of particles. Therefore, there are two kinds of diversi-
ties, one for current particles (population diversity) while the
other for pbest (cognitive diversity). The diversities of cur-
rent particles, whether it is position diversity, velocity speed
diversity, velocity directional diversity, or a combination of
them, tells how diverse the current particles’ positions or ve-
locities are. The diversities of pbest, the cognitive diversi-
ties, on the other hand, reveal how diverse the target areas
where the current particles intend to fly toward generation-
over-generation. The higher the cognitive diversity is, the
more diverse target areas that particles will move toward are,
that is, the population of particles has more potential to be
more diverse.

With different combinations of PSO’s population diver-
sity and cognitive diversity, the PSO will have different tran-
sitions between exploration (or global search) and exploita-
tion (or local search). Table 1 lists all the possible combina-
tions.
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Table 1 Combinations of PSO population diversity and cognitive diversity

High population diversity Low population diversity

High cognitive diversity global search → global search local search → global search

Low cognitive diversity global search → local search local search → local search

4.1 High population diversity vs. High cognitive diversity

When PSO is under this combination, the current population
of particles has high diversity, that is, the PSO is more in
the exploration stage. Since the cognitive diversity is also
high, the particles have more opportunity to fly toward high
diverse target areas. The particles will keep their exploration
capability (or global search capability).

4.2 High population diversity vs. Low cognitive diversity

Under this combination, the population of particles with high
diversity flies toward low diverse target areas. The particle
population changes its search capability from exploration ca-
pability (or global search capability) to exploitation capabil-
ity (or local search capability). The particles are in converg-
ing stage.

4.3 Low population diversity vs. High cognitive diversity

Under this combination, the population of particles with low
diversity flies toward high diverse target areas. The particles
have the tendency to become more and more diverse, and
the particle population changes its search capability from
exploitation capability to exploration capability. The parti-
cles are expanding. This is helpful when the particles need
to jump out of local minima. The particles are in diverging
stage.

4.4 Low population diversity vs. Low cognitive diversity

Under this combination, the population of particles with low
diversity flies toward low diverse target areas. The parti-
cles keep their exploitation capability and keep on their fine
search.

These four combinations can describe the search process
of PSOs. A PSO with good search capability should have
the capability to change among the four combinations. An
effective search process shall be a process that is repeatedly
changing between converging process and diverging process.
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Monitoring the search process of a PSO is very useful for
understanding how the PSO algorithm can find good enough
solutions for a problem. One big problem for applying PSO
and other evolutionary algorithms is that it can get stuck in
a local minimum before it finds a good enough solution for

a problem. In order to avoid or reduce the risk of getting
stuck in a local minima, some mutation-like operations have
been added to the PSO. When the PSO is on the verge of
being stuck in an un-wanted local minima, mutation oper-
ation is added to move particles away from the un-wanted
local minima. Judging whether the PSO is on the verge of
getting stuck in an un-wanted local minima is very critical
here. A useful metric for revealing this kind of information
is the diversity of particles. Like in the other evolutionary
algorithms, in this paper, first the position diversity was in-
troduced and defined. Unlike the other evolutionary algo-
rithms, PSO also has diversity parameter in addition to posi-
tion parameter. Therefore, velocity diversity was discussed
and defined. For velocity diversity, both velocity speed di-
versity and velocity directional diversity were discussed and
defined. For PSO, it also has a memory of its best performed
position for each particle in its history. Therefore, a diver-
sity called cognitive diversity was also discussed and de-
fined. The population diversity including position diversity
and velocity diversity reveals clustering information about
the current population of particles, while the cognitive diver-
sity reveals clustering information about where the current
population of particles intend to move towards. The two di-
versities together reveal the information about the transition
of particles from one kind of convergence/divergence stage
to another.

The measurement of diversity is only the first step, but it
is an important step. By understanding the search process of
PSO better and better, we can then start to manage diversity.
For example, we can use it to design a better PSO in which
the search process can be controlled to have optimal diver-
sity values over the running course of the PSO. Or simply,
it can at least provide us some guidelines of when and how
to apply mutation-like operations in PSO. In order to man-
age diversity, we first need to be able to measure it. In this
paper, we have discussed several approaches for measuring
diversity.
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