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(CNN)-based fruit detection methods. The CNN under-
stands input images by learning their complex and sophis-
ticated abstract features such as patterns, edges, etc., at 
multiple scales of spatial resolution. These methods are gen-
eralized well to real orchard scenes, robust to heavy occlu-
sion, and capable of detecting multiple overlapping fruits. 
In the dimension of deep learning for fruit detection, the 
extensively used framework exists in two categories- two-
stage detectors and single-stage detectors.

Generally, a two-stage detector proposes the probable 
regions likely to contain fruits and then feeds these regions 
to the second stage for classification. Typically used two-
stage models are OverFeat [6], Region-CNN (R-CNN) [7], 
Spatial Pyramid Pooling Net (SPPNet) [8] MultiBox [9], 
Fast R-CNN [10], Faster R-CNN [11], and Mask-RCNN 
[12]. On the other hand, the SSD and YOLO-based detec-
tors eliminate the region proposal stage and rely on a single 
CNN to localize bounding boxes and estimate class prob-
abilities. This makes the object detector faster than the 
R-CNN. Some commonly used single-stage models are 
SSD [13], You Only Look Once (YOLO) [14], YOLOv2 
[15], RetinaNet [16], YOLOv3 [17], YOLOv4 [18], etc.

Although the aforementioned models are comparable 
to each other in terms of speed and accuracy, still there is 
a scope for improvement in dealing with occlusion and 
scale variation issues while on-tree fruit detection. In the 
advancement in object detection, the Vision Transformer 

Introduction

Today, computer vision and artificial intelligence have found 
a large number of applications in various disciplines includ-
ing industry, medicine, life science, defense, etc. According 
to recent studies, the use of deep neural networks has also 
pushed the agriculture sector to a higher level where preci-
sion farming and automatic cultivation and harvesting are 
possible. Previous fruit detection methods [1–5] relied on 
hand-engineered features such as shape, color, and texture, 
which were extracted for further use by several classifiers 
to classify between fruit and non-fruit regions. However, 
these methods so designed for a specific dataset may not 
work for other datasets as different datasets have different 
appearances, backgrounds, and illumination. The capabil-
ity of these methods to generalize new datasets depends 
on selecting a sufficient number of distinguishing features. 
Thus, the lack of a trainable features extractor necessitates 
the development of deep Convolutional Neural Network 
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An accurate and reliable on-tree fruit detection system is crucial for automatic yield estimation, mapping, and harvesting. 
This paper presents a deployment of the state-of-the-art deep object detection model, the Single Shot Detector (SSD) for 
detecting mango fruits on a tree canopy in an open mango orchard. The proposed approach utilizes the deep learning 
model Darknet-19 as a feature extractor and SSD for detection and localization in the object detection framework. The 
network’s training, validation, and testing are performed on the publicly available annotated dataset ‘Mango YOLO’. The 
data augmentation applied to training images consists of the random and central extraction of image patches and cor-
responding horizontal reflection. Experimental results show that the proposed network achieved an average precision of 
92.43% in detecting on-tree mango fruits in the test dataset.
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(ViT) has emerged as a vision model that has linear com-
putational complexity and exceptional global perception 
capabilities [19]. Recently, the Swin Transformer was used 
in [20] to detect the grape bunches and it was concluded that 
the ViT outperforms SSD and YOLO in terms of precision 
and detection accuracy in heavy occlusion scenarios.

Liang et al. [21] implemented single-stage detection 
of on-tree mango fruits based on VGG16 which is more 
sophisticated and less precise. Later approaches used the 
YOLO network for more accurate detection but at the cost 
of an increased number of layers and complexity. This paper 
also proposes the single-stage detection for mango fruits 
that uses less complex pre-trained CNN Darknet-19 as a 
feature extractor to provide multi-scale features to the SSD. 
The box regression is used for bounding box localization in 
input images. The major contributions are summarized as 
follows:

	● Deployed the Darknet-19 in SSD for the detection of 
on-tree mango fruits in an outdoor orchard.

	● Optimized the anchor boxes at different scales of fea-
ture maps used for training to improve the detection 
performance.

	● The proposed detector is robust to occlusion and vary-
ing illumination conditions.

In this paper, for ease of reading and writing, several com-
plex terms are written in abbreviated form which are listed 
in Table  1. The rest of the paper is organized as follows: 
Sect. 2 presents the work related to the proposed approach. 
The methodology is explained in Sect. 3. Section 4 presents 
the details of network and model training. Section 5 briefs 
the parameters used for performance evaluation. Section 6 
provides the experimental results and the conclusion is 
given in Sect. 7.

Related work

This section presents the deep CNN-based state-of-the art 
methods which are available as two-stage and single-stage 
fruit detectors. The automatic on-tree fruit detection aids the 
farmers in accurate yield estimation and mapping so that 
the resources can be used efficiently and save the laborer 
task as much as possible [22]. In the literature, R-CNN and 
its variants are mostly used in several two-stage fruit detec-
tion algorithms. Gao et al. [23] proposed the use of Faster 
R-CNN to detect fully-occluded and partially-occluded 
apple fruits under natural illumination. The mean Average 
Precision (mAP) of 87.9% was achieved on augmented 
12,800 images obtained from 800 images. Jia et al. [24] also 
proposed using Mask R-CNN to detect apple fruits. The 
ResNet and DenseNet were integrated to extract probable 
fruit regions for further classification by Mask R-CNN. The 
mAP of 97.31% was achieved on 120 test images. Fu et al. 
[25] implemented ZFNet and VGG16-based Faster R-CNN 
model on the images of apples captured in both daytime 
and night-time. The mAP of 89.3% was achieved with the 
VGG16 network.

On the other hand, a single-stage fruit detector is based on 
SSD and YOLO deep networks. Liang et al. [21] designed 
an SSD with ZFNet and VGG16 as base networks for on-
tree fruit detection. The mAP of 92% was achieved with the 
VGG16 network. Koirala et al. [26] proposed a ‘MangoY-
OLO’ network which was based on the integrated features 
of YOLOv3 and YOLOv2(tiny) for mango detection and 
achieved the mAP of 98.3%. Sozzi et al. [27] implemented 
six versions of YOLO to find a suitable model for the detec-
tion of bunches of white grapes. The YOLOv4-tiny was 
observed as the best model both in terms of speed and accu-
racy. Zhang et al. [28] proposed a deep network ‘Orang-
eYolo’ based on YOLOv3 for the detection of orange fruits. 
The mAP of 95.7% was achieved in comparison to YOLOv3 
(90.5%), YOLOv4 (91.1%), and YOLOv5 (91.7%). Wang 
et al. [29] proposed the ‘ShuffleNet v2’ an improved version 
of YOLOv5 for the detection of litchi fruits. The mAP of 
93.9% was achieved on 275 images of the test dataset. Simi-
larly, Cao and Yuan [30] proposed an improved YOLOv4 
network ‘YOLOv4-LightC-CBAM’ for mango detection 
and achieved the mAP of 95.39%. Chandana et al. [31] 
proposed the ‘MangoYOLO5’ which is much lighter than 
the original YOLOv5 for mango detection and achieved the 
mAP of 3.0% more than YOLOv5 (91.7%). Another appli-
cation of YOLOv4 was seen in Lai et al. [32] where the 
model was utilized to detect ripe fresh fruit bunches for the 
extraction of palm oil from a tree and achieved the mAP of 
87.9%. Quach et al. [33] proposed the use of YOLOv8 for 
tomato detection and achieved the mAP of 91.0%.

Table 1  List Of abbreviations
Abbreviation Definition
SSD Single Shot Detector
YOLO You Only Look Once
CNN Convolutional Neural Network
R-CNN Region-CNN
SPPNet Spatial Pyramid Pooling Net
mAP mean Average Precision
NMS Non-Maximal Suppression
VOC Visual Object Classes
SGDM Stochastic Gradient Descent with Momentum
IoU Intersection over Union
FP False Positive
FN False Negative
TP True Positive
TN True Negative
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Methodology

SSD object detection framework

The single-stage detectors implement the object detection 
framework in a single network that includes feature extrac-
tion, classification, localization, and making the bounding 
box around the detected fruit in an image. In the proposed 
framework, the pre-trained CNN 64-layers Darknet-19 [15] 
adopted through transfer learning is used as a base network 
for feature extraction. The transfer learning allows the reus-
ing of existing parameters i.e., convolutional weights from 
the model pre-trained by the large dataset in the working 
model. For SSD, the layers after ‘leaky13’ are removed and 
14 other layers are added at the end as detailed in Table 2. 
These layers are progressively decreasing in size and are 
available for predicting the bounding boxes of different 
scales and aspect ratios. The feature maps are obtained from 

the layers ‘leaky8’, ‘leaky13’, ‘leaky16’, ‘leaky18’, and 
‘leaky20’ as shown in Fig.  1. Before training the SSD, a 
fixed set of default bounding boxes generally 4 or 6 is pre-
defined for each class at each location of a feature map with 
varying scale and aspect ratio.

In this work, 6 default boxes are defined for ‘leaky8’ 
and ‘leaky13’ whereas, 4 default boxes are defined for 
‘leaky16’, ‘leaky18’, and ‘leaky20’. If the size of a feature 
map is M × N  and the number of default boxes associated 
with each location is B  then, a feature map can contribute 
M × N × B  detections per class. Thus, in the proposed 
object detection framework all feature maps contribute 
7976 detections for a single class ‘Mango’. Moreover, a 
3 × 3  convolutional window at each location of a feature 
map predicts all class confidence scores with four offset 
values (w, h, Δw, Δh) of a bounding box relative to default 
box positions. The final output image is obtained when all 
predicted bounding boxes pass to the Non-Maximal Sup-
pression (NMS) where redundant boxes are reduced with 

Table 2  Details Of extra added layers
Name Stride Filter size Number of 

filters
Type Activations

Conv14 Stride [1 1] with no padding 1 × 1 × 512 128 2-D Convolution 16 × 16 × 128
leaky14 - - - Leaky ReLU with scale 0.1 16 × 16 × 128
Conv15 Stride [2 2] with padding [1 1 1 1] 3 × 3 × 128 256 2-D Convolution 8 × 8 × 256
leaky15 - - - Leaky ReLU with scale 0.1 8 × 8 × 256
Conv16 Stride [1 1] with no padding 1 × 1 × 256 128 2-D Convolution 8 × 8 × 128
leaky16 - - - Leaky ReLU with scale 0.1 8 × 8 × 128
Conv17 Stride [2 2] with no padding 3 × 3 × 128 256 2-D Convolution 3 × 3 × 256
leaky17 - - - Leaky ReLU with scale 0.1 3 × 3 × 256
Conv18 Stride [1 1] with no padding 1 × 1 × 256 128 2-D Convolution 3 × 3 × 128
leaky18 - - - Leaky ReLU with scale 0.1 3 × 3 × 128
Conv19 Stride [2 2] with no padding 3 × 3 × 128 256 2-D Convolution 1 × 1 × 256
leaky19 - - - Leaky ReLU with scale 0.1 1 × 1 × 256
Conv20 Stride [2 2] with padding [1 1 1 1] 1 × 1 × 256 128 2-D Convolution 1 × 1 × 128
Leaky20 - - - Leaky ReLU with scale 0.1 1 × 1 × 128

Fig. 1  Proposed SSD network including Darknet-19 as the base network
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Two scale values are defined for each feature map. The ith  
scale value is given by

si = a + (i − 1) d � (1)

where, a = smin
 and d  is the difference between two con-

secutive scale values. The aspect ratios [1, 2, 1/2, 3, 1/3] 
are chosen for 6 default boxes, and aspect ratios [1, 2, 1/2] 
are chosen for 4 default boxes. Therefore, using scale and 
aspect ratio the dimension of default boxes in terms of width 
(w ) and height (h ) is computed as 256 × sk  where, sk

 is 
the scale value of the kth  feature map.

Network and Model Training

This section covers the details of the database, training, vali-
dation, testing sets, and training parameters.

Database

The database used in this work is adopted from Koi-
rala et al. [26]. It contains 1730 night-time JPEG images 
(612 × 512 × 3) of mango canopies and corresponding anno-
tation XML files. The files and directories in the database 
are structured similarly to the PASCAL VOC (Visual Object 
Classes) dataset which does not require changing the avail-
able script to read the annotations. There is a total of 15,132 
fruit annotations where each annotation is defined by the 
minimum (top-left corner) and maximum (bottom-right cor-
ner) spatial coordinate of a bounding box around the fruit as 
shown in Fig. 2.

Training, validation, and test set

Data augmentation techniques increase the size of the 
database by increasing the variation among images. It also 
increases the generalizability of the model to the test dataset 

the aim to keep one box with a high confidence score for 
each object.

Scale and aspect ratio of default boxes

The scale and aspect ratio are two major factors that need to 
be pre-computed to propose the dimension of default boxes. 
In general, the scale of an object is defined as the propor-
tion of the height and width of an object with respect to the 
height and width of the image in which it is contained. For 
example, if the height of a fruit is 97 pixels and the image 
size is 256 × 256 pixels then, it means that this object occu-
pies 0.3789 units of height in the image or 37.89% of the 
total image height. Among the feature maps, the ‘leaky8’ 
has a smaller receptive field that can detect small objects 
and thus has a minimum scale value. Whereas, the ‘leaky 
20’ has a larger receptive field to detect large objects and 
possess a maximum scale value.

In this work, the minimum and maximum between all 
widths and heights of all on-tree mangoes are considered 
as the minimum scale (smin

) and maximum scale (smax
) 

respectively. Then, by applying the arithmetic progression 
(1) between smin

 and smax
, total of 10 scale values are com-

puted for in-between feature maps as provided in Table 3. 

Table 3  Proposed scale values and aspect ratios at feature maps for 
computing default boxes
Feature map Scale Aspect ratio
leaky8 0.0261 [1, 2, 1/2, 3, 1/3]

0.0459 1
leaky13 0.0657 [1, 2, 1/2, 3, 1/3]

0.0855 1
leaky16 0.1053 [1, 2, 1/2]

0.1251 1
leaky18 0.1449 [1, 2, 1/2]

0.1647 1
leaky20 0.1845 [1, 2, 1/2]

0.2043 1

Fig. 2  Some exemplar tree canopy images with corresponding annotations from the database
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where, θ  is the parameter vector, l  is the iteration num-
ber, α is the learning rate, ∇E (θ) is the gradient of the loss 
function E (θ), and γ  is the value of momentum.

Performance evaluation

There are several parameters upon which the performance 
of an SSD network relies. Specifically, class confidence 
score and Intersection over Union (IoU) are two important 
parameters.

Class confidence score

The confidence score is a numeric value between 0 and 1 
that defines the confidence or probability of the detection 
of each class by the SSD. In this work, the class confidence 
score threshold is chosen as 0.5 which means that the SSD 
will discard those detections which have a confidence score 
less than the threshold value.

Intersection over union

An IoU is a ratio of the overlap area to the area of union 
between the ground-truth bounding box and the predicted 
bounding box. It is also termed as Jacard index which var-
ies between 0 (no overlap) and 1 (full overlap). The value 
of IoU is pre-defined before training and is used by NMS 
to eliminate redundant boxes around an object and select 
the strongest box in the final result. Any detection with IoU 
greater than the pre-defined threshold is considered as a 
positive detection otherwise, considered as a negative detec-
tion. In the proposed approach, the IoU is set to 0.5 for bet-
ter detection of relatively small-size mango fruit.

Evaluation metrics

Several metrics are computed in the literature to evaluate 
the performance of a fruit detection method. In this work, 
Precision, Recall, F1-score, and mAP are computed to 
evaluate the efficacy of the proposed model. The positive 
and negative detections also depend on various factors other 
than the NMS threshold. For example, a False Positive (FP) 
could occur due to the similarity between fruit and foliage, 
and sometimes the False Negative (FN) occurs when the 
actual present fruit is not detected due to heavy occlusion 
and poor illumination. On the other hand, the correct predic-
tions result in True Positive (TP) and True Negative (TN). 
So, by considering TP, FP, and FN, the Precision, Recall, 
and F1-score are defined as.
1) Precision (P )

and reduces the chance of overfitting. In this work, to make 
the working dataset, four random patches, and one central 
patch are extracted from each image in the database. This 
makes the dataset comprised of 8650 patches which is 5 
times larger than the original database. Randomly selected 
60% of total patches i.e., 5190 patch images comprise the 
training set which is used to train the SSD. The next 10% 
of total patches i.e., random 865 patch images comprise the 
validation set which is used to provide an evaluation of the 
model ability while tuning the model parameters and the 
remaining 2595 patches comprise the test set.

The training and validation set undergoes two types of 
transformation. Firstly, the color transformation where the 
colors of each patch are altered by randomly adjusting the 
values of hue, saturation, brightness, and contrast in the 
HSV color space. Secondly, a box-labelling preserving 2D 
random affine transformation which includes horizontal 
reflection and scaling. A threshold value of 0.5 is defined 
that takes care of the overlap between the reflected bound-
ing box and the centered view of the reflected patch. If the 
amount of overlap exceeds the threshold, then the bounding 
box is clipped to the rectangular border within the dimension 
of the reflected patch. All reflected patches and correspond-
ing bounding boxes are rescaled to 256 × 256. In contrast, 
no color transformation is applied to the test set except res-
caling to the size 256 × 256. To train the SSD, the Stochastic 
Gradient Descent with Momentum algorithm (SGDM) [34] 
is applied by considering the following hyperparameters as 
provided in Table 4.

The SGDM is a widely used optimization algorithm in 
machine learning that updates the training parameters to 
minimize the loss by achieving the global minima of the 
loss function. The algorithm computes the gradient of the 
function using mini-batches of the training dataset at each 
iteration in the direction of the negative gradient of the loss 
function. Consider, θl  is the current position of a point on 
the trajectory of the loss function E (θ) at the lth  iteration 
then, the new position θl+1 at (l + 1)th  iteration is computed 
by incorporating the change updated by α∇E (θl)  and the 
previous change scaled by the momentum value γ  as given 
by (2).

θl+1 = θl − α∇E (θl) + γ(θl − θl−1)� (2)

Table 4  The values of training parameters
Training parameters Value
Initial learning rate 1e-5
Learn rate drop period 5
Learn rate drop factor 0.1
L2 regularization 0.0001
Shuffle every epoch
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Experimental results and discussion

This section presents the results of training and testing of 
the proposed SSD network on the datasets and limitations 
of the work.

Training results

The SSD deep network is trained on the training dataset 
for a total of 5 epochs. Considering the mini-batch size 
of 71, the network took around 73 iterations to be trained 
in 1 epoch. Figure 3 shows a plot of the training accuracy 
against the number of iterations for 365 iterations. It can 
be seen that the training of the model started with an accu-
racy of 52% in the first epoch and reached 72.5% on the 
50th iteration. Thereafter, the accuracy rises steadily and 
reaches 99.0% on the 250th iteration in the 4th epoch. From 
this point, the training accuracy is slightly improved to 
99.01% and remains unchanged for subsequent iterations 
and epochs. Also, the validation accuracy reaches 99.06% 
which ensures the model’s generalization capability to the 
validation dataset. Furthermore, the loss encountered while 
training the model is also plotted against the number of 
iterations as shown in Fig. 4. It can be seen that in the first 
epoch 23% loss is incurred by the model as the model has 
not been exposed to many training images. The training 
loss then gradually decreased and reached 7.55% while the 
validation loss reached 7.49% as the number of iterations 
increased.

Testing results

The effectiveness of the proposed SSD is evaluated on the 
pre-processed test dataset that comprised 2595 patch images. 
Considering both NMS and IoU of 0.5 and mini-batch size 

It is defined as the proportion of true positives in total 
predicted positives (3).

P =
TP

TP + FP
� (3)

2) Recall (Rec )
It is defined as the proportion of true positives in total 

ground-truth positives (4).

Rec =
TP

TP + FN
� (4)

3) F1-score (FS )
Any object detection model achieves either high preci-

sion or high recall as a trade-off exists between precision 
and recall. Therefore, the F1-score is chosen as the best met-
ric that evaluates the predictions resulting from the SSD. 
It measures the average proportion of true positives and is 
computed as the harmonic mean of precision and recall as 
given by (5). The value of F1-score varies between 0 and 
1 which is located on the Precision-Recall curve where the 
value of precision and recall is highest and identical.

FS =
2 × P × Rec

P + Rec
� (5)

4) Mean average precision
It is defined as the average of precisions computed for all 

test images (6).

mAP =
P

N
� (6)

where, N  is the total number of test images.

Fig. 4  Training loss with respect to the number of iterations

 

Fig. 3  Training accuracy 
with respect to the number of 
iterations
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Darknet-19 as a base network achieves 0.43% higher mAP 
than VGG16-based SSD as utilized by Liang et al. [21]. It 
also achieves 4.53% and 3.13% higher mAP in comparison 
to VGG16-based Faster R-CNN as utilized by Gao et al. 
[23] and Fu et al. [25] respectively.

Besides mean average precision, the detection time is 
also an utmost parameter for evaluating the detection per-
formance. The proposed method took 0.253 s to detect man-
goes in a tree canopy patch of resolution 256 × 256. This 
time is 0.012  s and 0.072  s more than the time taken by 
Gao et al. [23] (0.241 s) and Fu et al. [25] (0.181 s) respec-
tively with the resolution of 1920 × 1080. The reason is that 
Darknet-19 has more convolutional layers than VGG16 that 
resulted in large size of trained weights. However, Dark-
net-19 extracts high level features with increased mAP at 
the expense of the computational time.

Limitations

The low value of mAP so obtained by the proposed method 
is the result of some limitations, namely, FP detections, FN 

of 35, the trained SSD provides the dimensional parameters 
of the predicted bounding boxes which include the spatial 
coordinate of the top-left corner, width, and height. Figure 5 
shows the bounding boxes around the detected mangoes 
with the corresponding confidence score as the output of 
the SSD. These predicted boxes are the strongest bound-
ing boxes among multiple detections for each mango which 
possesses a high confidence score. The predicted bounding 
boxes are then compared with corresponding ground-truth 
boxes to compute FP, TP, and FN. Thus, for each testing 
patch the precision, recall, F1-score, and mAP are com-
puted by following (3), (4), (5), and (6). Furthermore, the 
variation of precision with respect to recall can be visual-
ized graphically with the help of the Precision- Recall curve 
as shown in Fig. 6. It is noticed that the detector achieves 
good detection results with 82.42% precision and 85.87% 
recall. These provide the F1-score of 84.10% and mAP of 
92.43%. Moreover, to check the efficacy of the proposed 
fruit detector, a comparison with the best performances of 
existing fruit detection networks based on mAP is also pro-
vided in Table 5. It can be seen that the proposed SSD using 

Fig. 5  Detection results by the proposed trained SSD
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the set IoU value. Also, the proposed method provides a sin-
gle detection for the bunch of mangoes. This is mainly due 
to the NMS algorithm which is used by the object detector 
to reject multiple redundant true positives. The rejection of 
multiple detections is the nature of NMS and this affects the 
performance of the model when individual fruits have to be 
detected in a bunch. Hence, the FN increases.

Conclusion

This paper presented a deployment of the SSD network 
for the detection of on-tree mango fruits based on the deep 
CNN Darknet-19 as a base network. The scale and aspect 
ratios of the feature maps are also proposed which are uti-
lized to compute the dimensions of default boxes closer to 
the dimensions of ground-truth boxes. Also, training of the 
proposed SSD by the data-augmented input images makes 
the network robust to varying illumination conditions. 
The experimental results reveal the detection capability of 
Darknet-19 which is comparable to the state-of-the-art net-
work VGG16. The fruit detection results from the proposed 
SSD can be used in yield mapping of a large open orchard. 
However, it is limited to only one face of a tree. As future 
aspects, it is expected to use 3D technology to detect the 
fruits from unseen parts of a tree canopy so that the number 
of fruits can be counted to achieve actual yield estimation. 

detections, and group detections. These failure cases are 
shown in Fig.  7. Since the dataset consists of night-time 
images, the main cause of FP and FN is the inability of the 
model to distinguish between leaves and mangoes specially 
the green mangoes. This can be overcome up to some extent 
by an adequate training of the network with more subtle fea-
tures extracted from the training patches. Furthermore, the 
FP detections are also result from the predefined low IoU 
threshold value. If the IoU is very low then, even the detec-
tion overlapping is slightly more than the threshold, it may 
lead to full mango detection.

Similarly, FN arises if the value of IoU is high then, 
despite the detection overlapping is more than 50% the 
mango may be rejected as the overlapping could not reach 

Table 5  Comparison of the proposed SSD with existing fruit detection 
networks
Research study Type of fruit 

and database
Base 
network

Input image 
size

mAP 
(%)

Liang et al. [21] Mango [22] VGG16 400 × 400 92.0
Gao et al. [23] Apple 

(manually 
created)

VGG16 1920 × 1080 87.9

Fu et al. [25] Apple 
(manually 
created)

VGG16 1920 × 1080 89.3

Proposed 
network

Mango [26] Darknet-19 256 × 256 92.43

Fig. 6  Precision-Recall curve 
of the proposed SSD for mango 
detection
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