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Abstract Analytic profiles for periodic grain boundary

grooves (PGBGs) were determined from variational theory.

Variational profiles represent stationary solid-liquid pro-

files with abrupt, zero-thickness, transitions between

adjoining phases. Variational PGBGs consequently lack

tangential interfacial fluxes, the existence of which requires

more realistic (non-zero) interfacial thicknesses that allow

energy and solute transport. Variational profiles, however,

permit field-theoretic calculations of their scaled formation

free energy and thermodynamic stability, capillary-medi-

ated chemical potentials, and their associated vector gra-

dient distributions, all of which depend on a profile’s

geometry, not its thickness. Despite the fact that variational

profiles are denied interface fluxes, one may, nevertheless,

impute shape-dependent interface transport in the form of a

profile’s surface Laplacian of its presumptive chemical

potential distribution due to capillarity. We compare vari-

ational surface Laplacians with residuals of the thermo-

chemical potential measured along counterpart diffuse-

interface PGBGs, simulated via phase-field with metri-

cally-proportional profiles. Fundamentally, it is the thick-

ness of a microstructure’s interfaces and its shape that co-

determine whether, and to what extent, gradients of the

chemical potential excite fluxes that transport energy and/

or solute. PGBGs, both variational and simulated, greatly

expand the limited universe of solid-liquid microstructures

suitable for steady-state thermodynamic analysis. Under-

standing the origin and action of these capillary-mediated

interfacial fields opens a pathway for estimating and,

eventually, measuring how solid-liquid interface thickness

modifies the transport of energy and solute during solidi-

fication and crystal growth, and influences microstructure.

Keywords capillarity � grain boundary grooves � interface
stability � phase-field modeling � solid-liquid interfaces �
surface Laplacian � surface thermodynamics

1 Introduction and System Description

1.1 Background and Approach

Dynamic analysis of periodic grain boundary grooves was

first mentioned by P.A. Martin,[1] as part of his extension of

W.W. Mullins’s original study of solid-vapor grain

boundary grooving kinetics.[2, 3] Our interest here, how-

ever, is in probing the steady-state behavior of solid-liquid

(s=‘) grain boundary grooves, to gain further insight into
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the nature of s=‘ interfaces. Periodic grain boundary

grooves (PGBGs) are well suited for that purpose. They

provide microstructures more adaptable to thermodynamic

analysis than do previously used isolated grain boundary

grooves (GBGs). Isolated GBGs are available as the first

s=‘ variational profiles subjected to detailed mathematical

analysis, accomplished some 60 years ago by Bolling and

Tiller,[4] This paper, in part, extends their variational

analysis to PGBGs.

In a chapter titled ‘‘Plateau’s Problem’’, published in

‘‘The World of Mathematics’’,[5] mathematicians Richard

Courant and Herbert Robbins state, ‘‘It is very difficult, and

sometimes impossible, to solve variational problems

explicitly in terms of formulas or geometrical constructions

involving known simple elements.’’ See also.[6] These dis-

tinguished mathematicians then proceed to use soap-film

experiments as physical demonstrations that support well-

established results derived from the variational calculus,

even disclosing the behavior of several mathematically

unproven variational problems. Their fascinating chap-

ter shows that some ‘‘very difficult’’—even unsolved—

solutions in variational calculus can be visualized through

experiment.

The present study parallels, perhaps in a reverse sense,

the Courant/Robbins approach: we first solve the varia-

tional problem of periodic grain boundary grooves, to

ascertain from their profiles a sub-set of their steady-state

capillary-mediated thermodynamic fields. Then by simu-

lating proportionately shaped profiles, using numerical

‘‘experiments’’ in the form of a phase-field model, obtain

both direct visualization of these s=‘ microstructures and

measurements of their interfacial chemical potentials.

Comparative data derived from variational theory and

measured independently from simulations, provide quan-

titative support for the existence of a variety of capillary-

mediated phenomena. The combined exercise, viz., varia-

tional calculus coupled with phase-field numerical analysis,

yield significant new insights into the thermodynamic

behavior of real s=‘ interfaces.

We first derive the analytic solution to a non-linear

ordinary differential equation (ODE) that describes steady-

state variational profiles for PGBGs. These profiles have

interfaces of zero thickness, which are treated as mathe-

matical manifolds with surface tension. In that unrealistic

limit of perfectly thin s=‘ interfaces, transport of energy or

matter is, of course, precluded within the plane of their

profiles. Nevertheless, application of classical field theory

to variational profiles still easily discerns the precise origin

and details of a PGBG’s first- and even higher-order

thermodynamic fields.

Moreover, for every such scalar or vector capillary-

mediated field identified as being resident, or potentially

resident, on variational profiles, there should exist an

equivalent field on similarly-shaped profiles of real, or

simulated, s=‘ interfaces. The major distinction between

the fields acting on a variational interface, and those on real

or simulated diffuse interfaces, is that the latter two cases

possess finite interfacial thicknesses that can transport

tangential flows of energy and solute. Capillary-mediated

tangential flow along curved s=‘ interfaces, however,

remains to date a little explored topic, with possible prac-

tical applications that could lead to improved deterministic

microstructure control in metal casting, welding, and

crystal growth.

In this study, the concatenation of scalar and vector

capillary fields mentioned above, ends with finding their

surface Laplacians of the interfacial chemical potential.

The surface Laplacian is a standard 4th-order scalar field,

derived from the profile of a variational interface. This

Laplacian equals, or closely approximates, the flux diver-

gence present on a simulated diffuse-interface microstruc-

ture, having a shape (curvature distribution) that is

proportional to its counterpart variational profile. Diffuse-

interface microstructures are simulated with a multiphase-

field model. Phase-field models develop reasonably real-

istic microstructures from many sequential computational

steps that solve and re-solve coupled partial differential

equations (PDEs) representing the laws of chemical ther-

modynamics. Importantly, these PDEs are governed by the

same geometric and thermal constraints—the boundary

conditions—that are used to calculate their counterpart

variational profiles.

In sum, variational PGBG shapes, with exactly known

curvature distributions, establish through field theory the

thermodynamic origin and interpretation of their interfacial

fields. Interface potential measurements are obtained

independently from numerical simulations of nearly iden-

tically-shaped diffuse-interface microstructures. These

carefully linked procedures provide independent outputs

from variational theory and numerical simulation. Their

comparison allows definitive verification of the thermo-

dynamic origin of interfacial energy sources and sinks, and

quantitative checks on their distributions of chemical

potential. In addition, using PGBGs to implement this

coordinated approach adds a useful extra degree of free-

dom to the limited class of steady-state microstructures

found suitable, thus far, as test cases for their interfacial

fields. We briefly explore how different interfacial thick-

nesses influence capillary-mediated energy fields that

affect interface transport in a phase-field model, and hope

that eventually that deterministic methods are developed to

influence pattern formation during solidification and crystal

growth.[7–9]
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1.2 System Specification

The case of variational PGBGs is considered first. These

microstructures develop from parallel grain boundaries

intersecting, retracting, and curving an initially planar s=‘

interface. Mirror symmetry at each grain boundary inter-

section, or triple junction, produces a periodic

microstructure, Fig. 1. Analytic steady-state profiles for

PGBGs with sharp interfaces, as already mentioned, yield

to standard field-theoretic methods to predict their inter-

facial temperature and distribution of chemical potential.

For one-component systems at constant pressure, which

comprise the microstructures considered in this study, the

temperature variation along a curved s=‘ interface may be

accurately predicted using the standard Gibbs-Thomson

relation,[10] which provides the chemical potential distri-

bution established by local two-phase equilibria. Field

theory then predicts the associated interfacial gradient

structure of the chemical potential, and the occurrence of

any scalar divergences within those vector fields. Diver-

gences of gradients and their imputed interfacial fluxes are

calculated here as the surface Laplacian of the thermo-

chemical potential. The surface Laplacian, as one finds

later, manifests itself as a steady-state distribution of

energy sinks and sources along diffuse-interface PGBGs.

Variational models for PGBG profiles are described by

an ordinary differential equation (ODE) that was formu-

lated, solved, and checked with an appropriate Euler-

Lagrange equation.[11] A basic formulation of these objects

will be presented here to inform the reader of what factors

control their form and function. The solid and liquid phases

considered here are assumed to have identical thermal

conductivity and molar volume. These assumptions allow

the constraining thermal field applied to the two-phase

system to remain spatially linear and independent of the

s=‘ interface.[12]

As indicated in Fig. 1, a PGBG’s repeat distance, k, is
the space between adjacent triple junctions. The dihedral

angle, W, satisfies local force equilibrium at triple junc-

tions, via Young’s vector law, considered here as a ‘‘nat-

ural boundary condition’’ in the variational problem, which

allows mechanical equilibrium among the interfaces

forming each triple junction.[13]

Values of a profile’s ordinates, y(x), remain negative

everywhere along the s=‘ interface. The x-axis is coinci-

dent with the system’s melting point isotherm, Tm, and

remains positioned above a profile’s midpoint, so y0\0.

Moreover, midpoints locate the warmest and least curved

locations along a PGBG’s profile. The 1-D temperature

field, T(y; G), provides a uniform gradient constraint,

G ¼ ðdT=dyÞ�j, that points in the þy direction, and is the

organizing field constraint that controls the entire

microstructure. A PGBG’s profile is therefore collectively

determined by the magnitude of this applied gradient, G,

the grain boundary energy density, cgb, the spacing

between adjacent boundaries (GB), k, and lastly, the

crystal-melt interfacial energy density, cs‘, the latter

assumed to be isotropic. These material and system prop-

erties determine the dihedral angle, W, and locate the

ordinate position of a profile’s steady-state triple-junctions,

ytj, relative to the melting point isotherm at y ¼ 0.

The case of mild crystal-melt anisotropy, attributable to

many real systems, where cs‘ varies less than a few percent

with crystallographic orientation to the melt, one finds that

variational shapes still closely approximate experimentally

observed groove profiles.[14, 15, 27] Faceted interfaces,

which are often encountered in the case of solid-vapor

GBGs, display singular jumps in their curvature distribu-

tions, and require a different category of variational profiles

that incorporate discontinuities in their angular interfacial

free energy densities.

An isometrically scaled dimension-free PGBG profile is

illustrated in Fig. 2. This profile extends a scaled distance

Dl � k=2K, which repeats periodically in the �l-direc-
tions. The characteristic thermo-capillary scaling length, K
[m], defined in Eq 1, is introduced to define dimensionless

Cartesian coordinates: viz., l ¼ x=2K and g ¼ y=2K, as
well make dimension-free all other length-dependent

quantities, including interfacial arc-length and curvature,

and potential gradients. Cf. Fig. 1 and 2.

Intersections between grain boundaries and the solid-

liquid interface occur as triple-junctions. These features

locate periodically at ltj¼�nDl=2 (n¼1; 3; 5; . . .). Triple

Fig. 1 Physical configuration of a periodic grain boundary groove

(PGBG) profile. Periodic triple-junction coordinates are located at

x ¼ �nk=2; y ¼ ytj, n ¼ 1; 3; 5. . .. The profile’s midpoints are at

x ¼ �mk, y ¼ y0, m ¼ 0; 1; 2; . . .. The midpoint ordinates, y0\0, are

the uppermost and warmest interface points, always located below the

system’s melting point isotherm, Tm, which is at y¼0. The dihedral

angle, W, paired with the GB spacing, k, are parameters that

conventionally determine a PGBGs profile. A grid of horizontal lines

represents the distribution of isotherms, T(y; G), that support a

uniform temperature gradient, G, with steady heat flux over the entire

x-y plane. Time-independent uniform heat flow requires equal thermal

conductivities and molar volumes for both phases
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junctions uniformly retract to their steady-state ordinates

gtj. They ‘‘drag’’ the s=‘ interface downward, and config-

ure its profile to reduce the system’s free energy. Midpoints

occur at ordinates g0\0. Dimension-free temperatures are

designated in this setting as the scaled linear potential

distribution, fðgÞ � ðTðyÞ � TmÞ=2KG.

The scaled PGBG system represents a constrained,

dimension-free, steady-state microstructure. Each phase

supports the applied thermal gradient and allows steady

heat-flow. Although such a microstructure is unchanging, it

is clearly not at thermodynamic equilibrium, as its bulk

phases support a uniform gradient with its attendant heat

flow and entropy production. In fact, it is only the s=‘

interface itself that achieves local equilibrium. More pre-

cisely, at a fixed melt pressure, P, a chemical potential

distribution, fintðgðlÞ;G;PÞ, develops at steady-state along
the curved interface. The interface is embedded in the

macroscopic temperature gradient, G; its profile, now and

forever, satisfies the thermochemical potential and curva-

ture distributions required by local thermodynamic equi-

librium. Entropy, nevertheless, continues to be produced

steadily by this constrained microstructure.

The s=‘ interface, at local equilibrium, however, satis-

fies thermal, mechanical, and chemical equilibria, all of

which are governed by both the dihedral angle and the

Gibbs-Thomson effect. The Gibbs-Thomson relation is the

linearized version of Kelvin’s equation,[10, 16] that applies

to pure condensed phase-pairs—crystal and its melt—

separated by a curved interface of zero thickness and iso-

tropic energy density. At steady-state, the temperature

gradient and pressure imposed on the interface combine to

establish compatible distributions of the Gibbs-Thomson

temperature, or thermochemical potential, fintðgðlÞÞ, and
local curvature, ĵðgðlÞÞ. Both of these quantities for the

scaled system are defined more exactly in the next section,

where thermodynamics engages geometry.

1.3 Microstructure Scaling

Variational PGBG profiles are planar curves described by

an as yet unknown 2-D profile, lðgÞ ¼ Uðg; k;WÞ, that

repeats over the dimensionless interval Dl ¼ k=2K. The
characteristic thermo-capillary length, K [m], chosen to

scale physical distances, curvatures, and temperature gra-

dients, derives from the Euler-Lagrange variational equa-

tion,[11] used to solve the original (non-periodic) GBG

profile.[4] Formally, the limit of isolated GBGs is reached

as the grain boundary separation widens indefinitely, i.e, as

Dl!1. Any finite Dl value corresponds to a periodic

case, as considered next.

The thermo-capillary length, K, selected to scale all

physical lengths, curvatures, gradients, and energies, is

defined as,[9]

K �
ffiffiffiffiffiffiffiffiffiffiffi

cs‘X
GDSf

s

: ðEq 1Þ

To evaluate K [m] with Eq 1 requires values for the s=‘

interfacial energy density, cs‘ [J/m2], assumed to be iso-

tropic; the molar volumes of both phases, X [m3/mole],

assumed to be equal; the magnitude of the applied thermal

gradient, G [K/m]; and the system’s molar entropy of

fusion, DSf [J/mole-K].

The background grid of lines displayed in Fig. 1 rep-

resents isotherms of the applied temperature field, the

dimensional form of its spatial distribution is the linear

field,

Tðy;GÞ ¼ Tm þ Gy: ðEq 2Þ

1.4 Interface Thermochemical Potential

As mentioned, at steady state the applied thermal field

impresses its thermochemical potential distribution on the

PGBG profile in the y-direction. An interface potential may

be defined in non-dimensional form by substituting inter-

face temperature, Tintðx; yÞ, on the left-hand side of Eq 2,

and dividing through by a ‘‘characteristic’’ thermocapillary

temperature interval, chosen here as 2KG [K]. These steps

define a dimension-free thermochemical potential,

fintðgðlÞÞ, which, at steady-state, also establishes two-

phase local equilibria along the interface.

Equation 3 show that the arbitrary magnitude of the

temperature gradient, G, in Eq 2, the interface’s vertical

Fig. 2 Periodic dimensionless PGBG profile in quadrants III and IV

of the ðl; gÞ-coordinate system, which are scaled Cartesian coordi-

nates that replace the physical (x, y) coordinates used in Fig. 1. The

value of K, the thermocapillary scaling length, depends primarily on

the magnitude of the arbitrary temperature gradient, G, in the þg
direction. The scaled profile, lðgÞ ¼ Uðg; g0;WÞ, occupies a limited

region in ðl; gÞ-space, over which the g-coordinate oscillates between
the triple junctions, gtj, where the dimensionless curvature, ĵðgtjÞ, is
largest, to its midpoint, g0, where the curvature, ĵðg0Þ[ 0, is

smallest, and so on. The interface’s profile repeats along the �l-axes,
as determined by its scaled triple junction spacing, Dl � k=2K
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coordinate, y(x), and the system’s scaling length, K, all
combine as a dimensionless interface thermopotential,

fintðgðlÞÞ, which conveniently equals the interface’s g-
coordinate:

fintðgðlÞÞ �
TintðyðxÞ; k;WÞ � Tm

2KG
¼ G yðxÞ

2KG
� gðlÞ:

ðEq 3Þ

1.5 Interfacial Curvature

The relationship between the curvature of a s=‘ interface

and its local thermochemical potential was found through

linearization of the classical exponential Kelvin equation

for liquid/vapor equilibria at curved interfaces of small

droplets. Linearization of Kelvin’s law for one-component

condensed-phase interfacial equilibria is credited to J.W.

Gibbs, and called the Gibbs-Thomson effect.[10, 16]

Classical thermodynamic analysis assumes that s=‘

interfaces are sharp, Gibbsian ‘‘dividing surfaces’’, with

zero transition thickness between adjoining phases. The

assumption of an abrupt transition between contacting

condensed phases is considered necessary for application

of the Gibbs-Thomson relation, which requires: (1) per-

fectly sharp s=‘ interfaces of uniform energy density, (2)

local s=‘ thermodynamic equilibria, and (3) uniform melt

pressure or balanced normal stress. The Gibbs-Thomson

effect, moreover, predicts that the local equilibrium inter-

face temperature, Tint, and the thermochemical potential,

fint, decrease with positive (convex) curvature,

jðyðxÞÞ[ 0, and increase with negative (concave) curva-

ture. Convex curvatures occur at s=‘ interfacial points

where a 2-D interface’s osculating circle has its center

located in the solid phase, whereas concave curvatures

occur at points where an interface’s osculating circle has its

center located in the liquid phase.

Because the shifts in local temperature along typical s=‘

microstructures caused by curvature and the Gibbs-

Thomson effect seldom exceed �10�3 K to �10�2 K,

capillary effects are often disregarded as inconsequential

and simply overlooked relative to ambient thermal gradi-

ents and bulk fluxes. If one, however, also considers that

the associated interfacial distances over which such ‘‘tiny’’

capillary-mediated temperatures and curvature fluctuate, or

even change sign—typically 1 [mm] to 10 [nm] in many

s=‘ microstructures—one finds that substantial curvature-

induced thermochemical gradients are present, and

changing at every instant during solidification. Their

magnitudes are in the range 1-107 [K/m]. Such mesoscopic

thermochemical gradients are not negligible. Moreover, the

time-scale for their local re-equilibration as curvatures

evolve is extremely fast, as it equals the thickness of the

s=‘ interface, squared, divided by the local thermal or

solute diffusivity.

A dimension-free form of the Gibbs-Thomson equation

can be constructed from the interface potential defined in

Eq 3, by equating its linearized relationship to the local

interfacial curvature, jðx; yÞ, multiplied by a lumped sys-

tem constant with the dimension of length, specifically:

fintðgðlÞÞ ¼
TintðyðxÞ; k;WÞ � Tm

2KG
¼ � 1

2KG

cs‘ X
DSf

� �� �

jðx; yÞ:

ðEq 4Þ

Equation 4 can also be formulated in terms of the inter-

face’s dimensionless curvature, ĵðgðlÞÞ � jðyðxÞÞ � 2K,
as,

fintðgðlÞÞ ¼ � 1

4K2

cs‘ X
GDSf

� �� �

ĵðgðlÞÞ: ðEq 5Þ

The thermocapillary ‘‘area’’, K2, appearing in the denom-

inator of Eq 5, is defined implicitly by Eq 1, so

K2 � cs‘X=GDSf . Substituting this ‘‘area’’ term into the

right-hand side of Eq 5 and cancelling unit ratios yields

three useful relationships among the interface’s thermo-

chemical potential, fintðgðlÞÞ, dimensionless curvature,

ĵðgðlÞÞ, and vertical coordinate, gðlÞ:

fintðgðlÞÞ ¼ gðlÞ ¼ � 1

4
ĵðgðlÞÞ; ½gtj � gðlÞ� g0\0�:

ðEq 6Þ

Equation 6 capture the thermo-capillary physics controlling

steady-state profiles of variational PGBGs. Modulo its

coefficient of � 1
4
, the interfacial chemical potential,

fintðgðlÞÞ, equals the local curvature, ĵðgðlÞÞ, which

underscores the deep connection between interfacial geom-

etry and the system’s imposed thermodynamic steady-state.

2 Profile Formulation

2.1 Boundary Conditions

Reflection symmetry across each midpoint, and smooth-

ness of a variational PGBG’s slope change over the profile,

impose the first boundary condition, namely,

dg
dl

� �

ðl¼0; g¼g0Þ
¼ 0: ðEq 7Þ

Condition (7), along with the implied presence of interfa-

cial capillarity (surface tension), stipulate zero slope at the

midpoints of each periodic unit profile. The melting point,

Tm, referred to in the Gibbs-Thomson effect, Eq 4, is the

temperature at which equilibrium interface curvatures

change sign. Tm, therefore, corresponds to the
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thermochemical potential, fint ¼0, at which a flat s=‘

interface achieves equilibrium at the system’s melt pres-

sure. Consequently, a PGBG profile in quadrants III and

IV, where, in accord with condition (7), fint\0, requires

both a zero slope at each midpoint, g0, with a positive local

curvature, ĵðg0Þ[ 0. These coupled geometric require-

ments at the profile’s midpoints satisfy symmetry, the

Gibbs-Thomson effect, and the presence of a positive

thermal gradient.

The dihedral angle, W, which is the angular slope dis-

continuity at each triple junction, establishes the allowed

eigenrange of continuous slopes over the profile. Specifi-

cally, triple junctions start and end each unit profile. When

a triple junction is crossed in the þl direction, a ‘‘jump’’ in

slope angle ensues that is equal to W. Triple junctions

denote profile locations that attain maximum curvature,

and minimum thermochemical potential. Between triple

junctions, continuous non-monotone changes in slope

angle occur, from þW=2 to �W=2, which compensate each

jump discontinuity. The terminal slope angles are the

complement of the semi-dihedral angle, expressed as

boundary constraints at the triple junctions,

dg
dl

� �

ð	ltj;gtjÞ
¼ � tan

p�W
2

� �

; W 2 ð0; pÞ½ �: ðEq 8Þ

2.2 Differential Equation

The distribution of dimensionless interfacial curvature in

2-D, ĵðgðlÞÞ, is described by a standard Cartesian differ-

ential form.[17] Equation 9 expresses the relationship

among a PGBG’s 1st and 2nd derivatives and the profile’s

steady-state plane curvature distribution, ĵðgðlÞÞ1,

ĵðgðlÞÞ ¼
� d2g

dl2

1þ dg
dl

� �2
� �3

2

; ½gðlÞ\0�: ðEq 9Þ

The right-hand equality in Eq 6 already connected curva-

ture at steady-state and an interface’s coordinates, viz.,

gðlÞ. Equation 6 shows that �4gðlÞ ¼ ĵðgðlÞÞ[ 0, and

links this linear curvature distribution of the s=‘ interface

with the constraining macro-gradient. The governing ODE

for the variational profile at steady-state takes the non-

linear form,

d2g
dl2

� 4g 1þ dg
dl

� �2
" #3

2

¼ 0; ½gðlÞ\0�: ðEq 10Þ

The order of Eq 10 may be reduced by writing its deriva-

tives in terms of the profile’s slopes, p ¼ dg
dl, and their first

derivative, dp=dl ¼ d2g
dl2. The reduced-order ODE, subject

to conditions already stipulated in Eqs 7 and 8, describes

the geometric behavior for the profile slopes,

dp

dl
� 4g 1þ p2

	 


3
2 ¼ 0: ðEq 11Þ

The variables pðlÞ and gðlÞ, that appear in Eq 11, separate

by multiplying each term by the inverse slope, dl
dg ¼ 1

p, to

form the profile’s defining ODE:

dp

dl
� dl

dg
� 4g

1

p
1þ p2
	 


3
2

� �

¼ 0: ðEq 12Þ

Rearranging Eq 12 and separating variables allow a first

integration. Integration extends from the profile’s mid-

point, g0, where the first boundary condition specifies a null
slope, pðg0Þ ¼ 0, to any general profile point, gðlÞ, where
the slope is pðgÞ. The dihedral angle defines the geometry

at each triple junction, specifically the discontinuity in

slope angle crossing each triple junction. This discontinuity

equals the eigenrange of continuous slope angles accu-

mulated across the entire profile. This ‘‘range condition’’

and the corresponding g limits relate two definite integrals,
Z p

0

p

1þ p2ð Þ
3
2

dp ¼ �4

Z g

g0

gdg; jpj � tan
p�W

2

� �

; W 2 ð0;pÞ:

ðEq 13Þ

Solving Eq 13 for the slopes of a PGBG’s profile yields,

after some re-arrangement, the reduced-order ODE for the

Cartesian profile, lðgÞ.

p � dg
dl

¼ 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

1� 2 g2 � g20
	 


 !2

�1

v

u

u

t ; gtj � g� g0\0
	 


:

ðEq 14Þ

The sign of the slopes change across each midpoint, which

is a symmetry feature accommodated by accepting both

roots on the right-hand side of Eq 14. These roots yield

non-linear first-order ODEs for the left and right semi-

profiles, lðgÞ ¼ 	U g; g0;Wð Þ. As currently expressed in

Cartesian coordinates, the formal solutions posed in Eq 15

are not directly integrable into closed-form expressions

needed for steady-state PGBG profiles.

1 The minus sign included in Eq 9 is consistent with a PGBG’s

positive curvature and maxima located in quadrants III and IV of the

ðl; gÞ coordinates in Fig. 2.
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Z lðgÞ

0

dl ¼ lðg; g0;WÞ ¼ 	
Z g

g0

1� 2 g2 � g20
	 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 1� 2 g2 � g20
	 
	 
2

q dg; g� g0ðWÞ\0ð Þ:

ðEq 15Þ

2.3 Variable Transform

The range condition imposed on the profile slopes, Eq 8,

applies only at each pair of triple junctions, where the

slopes are p¼� tan p�W
2
. Starting for example at the origin,

where p ¼ 0, and integrating anti-clockwise, a profile’s

slope angle increases continuously toward its maximum

value, ðW� pÞ=2[ 0, at its left-hand triple junction. Upon

crossing this triple junction, the maximum slope reverses

sign, whereupon it again smoothly approaches zero at the

next midpoint. See Fig. 2. Thus, conditions for the mid-

points, Eq 7, and for the triple-junctions, Eq 8, set an

explicit cyclic limit on Eq 13, which may now be separated

and integrated as,

Z tanðp�W
2
Þ

0

dp

1
p 1þ p2ð Þ

3
2

¼ �4

Z gtj

g0

gdg; jpj � tan
p�W

2

� �

:

ðEq 16Þ

In short, the combined slope conditions define the differ-

ence allowed between the squared values of a profile’s

limiting g-coordinates, which is compatible with its dihe-

dral angle. This integrated ‘‘amplitude’’ expression estab-

lishes geometric relationships among all the parameters

that control a PGBG’s shape, including its dihedral angle,

mid-point, and triple junctions. Specifically,

sin
W
2
¼ 1� 2 g2tj � g20

� �

: ðEq 17Þ

To verify the amplitude condition, Eq 17, we checked its

asymptotic limits for isolated GBGs, where a profile’s

midpoint g0!0, and its boundary spacing Dl!1. If

W¼0, Eq 17 returns the lowest profile ordinate allowed for

an isolated GBG as gtj!�
ffiffiffi

2
p

=2. This limit agrees with

the known triple-junction depth established in an earlier

analysis of isolated GBGs with W ¼ 0.[18] GBG profiles

that yielded this maximum depth were available as tran-

scendental expressions of elementary functions given

i..n4, 9]

Equation 17 also suggests a generalization that leads to a

useful transformation of variables. One notes that the

limiting slope angles found at each triple junction location,

gtj—call these angles �htj, respectively—equal the com-

plement of a profile’s semi-dihedral angles: namely,

htj ¼ �ðp�WÞ=2. This of course applies only at the triple

junctions. Upon further inspection, however, one also notes

that an analogous relationship holds along the profile.

Specifically, one finds that the complement of any slope

angle, hðgÞ, viz., ðp=2� hðgÞÞ, satisfies a condition anal-

ogous to Eq 17, at any profile ordinate, g.
This generalization of a profile’s local slope-angle

‘‘amplitude condition’’, yields a cosine-transform for each

semi-profile. Thus, the restricted trigonometric relationship

found at the triple junctions, Eq 17, is extensible to other

profile points as the variable transform,

sin
p
2
� hðgÞ

� �

¼ cosðhðgÞÞ ¼ 1� 2 g2 � g20
	 


;
W� p

2
� h� p�W

2

� �

:

ðEq 18Þ

The cosine-transform, Eq 18, provides the correct slope

anti-symmetry around each mid-point, where h¼0.

Moreover, this transform converts a PGBG’s metric g-in-
tegral, Eq 15, into an equivalent angular h-integral that is at
last integrable. Thus, for the second integration of a vari-

ational PGBG’s ODE, using the cosine transform, one

obtains

Z lðhÞ

0

dl ¼ � 1

2
ffiffiffi

2
p

Z h

0

� cos h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2g20 � cos h
p dh;

W� p
2

� h� p�W
2

� �

:

ðEq 19Þ

As indicated in Eq 19, the definite h-integral describes a

PGBG’s ‘‘profile’’ in terms of a slope angle function,

lðhÞ ¼ �Hðh; g0;WÞ. These functions have controlling

parameter inputs that consist of the profile’s midpoint-co-

ordinate, g0\0, and its dihedral angle, W 2 ð0; pÞ. The
variational lðhÞ-solution to Eq 10 now integrates into a

closed form consisting of weighted, incomplete elliptic

integrals in the running variable, h=2:

lðh;g0;WÞ¼� g0EllipticE
h
2
j �1

g20

� ��

� 2g20þ1

2g0

� �

EllipticF
h
2
j �1

g20

� ��

;
W�p
2

�h�p�W
2

� �

:

ðEq20Þ

The notation adopted here for a PGBG’s ‘‘h-profile’’, Eq

20, is that used by Gradshteyn and Ryzhik19]. Specifically,

the functions EllipticE/j m½ � and EllipticF/j m½ � denote,

respectively, incomplete elliptic integrals of the first and

second kind, in Legendre form. Insofar as the nomenclature

for elliptic integrals is formalized, we chose:

(1) an angular amplitude, the h-solution’s running

variable, to be /�h=2,
(2) an m-parameter, a constant related to the midpoint

ordinate, as m��1=g20.

With values chosen for the dihedral angle, W 2 ð0; pÞ, and
the midpoint coordinate, g0\0, one defines the shape of a

variational PGBG, and its steady-state location in ðl; hÞ-
space.
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2.4 PGBG Metric-Profiles

Operational procedures such as differentiation, integration,

and numerical evaluation of PGBG semi-profiles are all

needed subsequently2 to determine their first-order energies

of formation, and to investigate their higher-order capil-

lary-mediated thermodynamic fields. First-order energy

fields and those based on higher-order interfacial gradients

may be evaluated by selecting the /-amplitude and m-pa-

rameter for their elliptic integral solution, Eq 20, which

describe their steady-state h-curves, but not their metric

profiles.

In order to transform steady-state lðhÞ curves into

metric lðgÞ profiles, one may cross-plot lðh; g0;WÞ data

sets into isometric form, lðg; g0;WÞ. Alternatively, and

more conveniently, one may directly evaluate PGBG

metric semi-profiles. The latter is accomplished by

replacing the elliptic integrals’ angular amplitude, h=2, in
Eq 20, by its equivalent inverse, derived from the trans-

form, Eq 18, which is h ¼ arccos 1� 2 g2 � g20
	 
	 


.

Tabulation of a profile’s isometric coordinates, ðl; gÞ,
can be accomplished easily using the following metric

formulas:

� lðg; g0;WÞ¼ < g0EllipticE
1

2
arccos 1�2 g2 � g20

	 

 �

;� 1

g20

� �� �

� <
2g20 þ 1
	 


2g0
EllipticF

1

2
arccos 1�2 g2 � g20

	 

 �

;� 1

g20

� �� �

:

ðEq 21Þ

Employing a symbolic solver, e.g., Mathematica �, profile

coordinates may be tabulated and plotted to high precision

with these analytic formulae.

To that end, we further suggest adding <½ �, as real-part
operators, which are helpful when generating large profile

data strings stripped of any extraneous null imaginary

terms. PGBG metric profiles extend over a prescribed

ordinate-range, viz., g0 to gtj, that depends only on the

values of the dihedral angle, W, and the midpoint-coordi-

nate, g0. A profile’s triple-junction ordinate may be deter-

mined from these two shape-defining parameters by

solving Eq 18 for the gtj-value where their terminal slope

angles equal htj ¼ �ðp�WÞ=2.
The triple junction ordinate is determined by the choice

of W and g0, as

gtj ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2
þ g20 �

1

2
sin

W
2

� �

s

; ðgtj � g0 � 0; 0�W\pÞ:

ðEq 22Þ

Lastly, periodicity of PGBG profiles is achieved by trans-

lating their combined semi-profiles along the �l-axis by

fixed increments, Dl � �k=2K. The dimensionless repe-

ated spacing, Dl ¼ 2� lðgtjÞ, is also determined once the

parameter pair ðW; g0Þ is selected.

2.5 Steady-State Features

A few isometric variational PGBG profiles are plotted in

Fig. 3. Profiles were obtained from Eq 21, which provides

the dimensionless metric solution to the variational ODE,

Eq 10. The profiles selected for Fig. 3 all have the same

dihedral angle, W ¼ 0, but display a range of shapes and

triple-junction spacings that vary between about Dl
1 (for

g0¼�0:4) to Dl
5 (for g0¼�0:006). Cusp depths,

g0 � gtj, decrease extremely slowly with increasingly

negative midpoint parameters, from their maximum

allowed value of
ffiffiffi

2
p

=2 at the asymptotic limit for PGBGs,

where g0!0.

Triple junction separations, Dl, are derived metrics, also

determined by the choices of midpoint parameter and

dihedral angle. Thus, the parameter pair ðW; g0Þ is equiv-

alent to selecting the grain boundary spacing and the

dihedral angle when simulating PGBG microstructures.

Modeling variational profiles, therefore, differs funda-

mentally from procedures required in phase-field simula-

tions. In the latter case, one specifies a grain boundary

spacing in a calculation box, and also chooses the energy

density ratio for the s=‘ interface and the intersecting grain

boundaries. The energy density ratio chosen establishes the

2 A consequence of using the cosine-transform solution is that one

unit of a periodic profile requires summing and plotting, separately,

data from the pairs of weighted elliptic integral functions. Each pair is

signed þ and -, to correspond to their left and right semi-profile,

respectively.

Fig. 3 Variational PGBG profiles predicted from Eq 21. Profiles are

plotted isometrically in dimensionless Cartesian coordinates. Each

profile is automatically positioned with respect to the system’s

isopotential, fint ¼g¼0, so their curvatures, ĵðl; gÞ ¼ �4� g. The
separation between triple junctions is set by the values of their

midpoint parameter, g0, given that these profiles all have W¼0. The

interface depression at triple junctions (the cusp depth) equals a

PGBG’s midpoint ordinate minus its triple-junction ordinate. Cusp

depths and triple-junction spacings both decrease as midpoint

parameters become increasingly negative
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equilibrium dihedral angle approached at steady-state. Real

GBGs, of course, have all those physical conditions ful-

filled by natural circumstances.

2.6 Influences of Dihedral Angle

Choosing a value for the dihedral angle implicitly selects

the ratio of the grain boundary energy density to that of the

s=‘ interface. The interplay among the ‘‘natural’’

microstructure parameters, W, and the grain boundary

spacing, Dl, and among the actual ‘‘variational’’ parame-

ters, W and g0, are both illustrated in Fig. 4. Their com-

binatorial influence on the details of the resultant PGBG

shapes are, however, much less obvious.

For example, profiles plotted in Fig. 4, Panel A, show

representative PGBGs for several dihedral angles and a

constant midpoint value, g0 ¼ �0:05. Although increasing

the dihedral angle at constant g0 merely exposes less and

less of a profile’s curved form, the increase in dihedral

angle simultaneously also forces a reduction in the triple

junction separation. Panel B, by contrast, illustrates PGBG

profiles that maintain a fixed triple junction spacing, Dl, for

the same dihedral angle. Profiles with constant boundary

spacing at different dihedral angles require different g0-
values, which also changes a profile’s curvature and ther-

mopotential distributions. Specifically, as g0-values
approach zero, they: 1) narrow a profile’s range of curva-

tures; 2) shift a profile’s average steady-state thermopo-

tential toward zero; and 3) maintain the equilibrium slope

value at each triple junction, as required by the dihedral

angle.

2.7 Curvature Distribution

Kastner’s formula from differential geometry[20] defines

in-plane curvature as the arc-length derivative of the

slope-angle, specifically, ĵ�dh=dŝ. In 2-D, interface

curvature responding to a linear thermal field also

increases linearly along the gradient direction, per the

Gibbs-Thomson relation. Equation 6 may be written in

terms of the local slope angle, by replacing the g-vari-
able using the cosine transform, Eq 18. This substitution

permits a PGBG profile to be expressed as a function of

its continuous slope-angle, hðgÞ, provided that the angles

remain within its cyclic eigenrange: viz., W�p
2

� h� p�W
2
.

With that restriction obeyed, and symmetry requirements

applied, a PGBG’s angular curvature distribution at

steady-state, ĵðhÞ, becomes:

ĵðhÞ ¼ 2
3
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2g20 � cos h
q

;
W� p

2
� h� p�W

2

� �

:

ðEq 23Þ

Equation 23 and its derivatives are used later, in §4, to

determine arc-length distributions of the interfacial curva-

ture and several higher-order scalar and vector field

quantities that are of thermodynamic importance.

3 Energy, Stability, and Accessing Steady-State

The initial goals of this study were: (1) find an analytic

expression in 2-D for variational PGBG profiles, e.g.,

Eqs 21 and Fig. 3; and (2) determine their curvature dis-

tributions, Eq 23. As mentioned, PGBGs form steady-state

microstructures with an additional degree of freedom,

namely, a variable range of grain boundary spacings. In

prior theoretical analyses based on isolated GBGs, only

one shape-varying parameter was available: the profile’s

dihedral angle.[8, 9]

Interest now centers on: (1) determining the free energy

to form PGBGs, to establish their microstructure stability,

Fig. 4 Effects of increasing the dihedral angle, W, on variational

profiles. Panel A: Profiles compared at a constant midpoint under-

cooling and midpoint curvature, set by their fixed ordinate,

g0¼ �0:05. Steady-state PGBG profiles with larger dihedral angles

display reduced grain boundary spacings and expose less of their

outer more-curved regions. Panel B: Profiles compared at a fixed grain

boundary separation, Dl, with increasing dihedral angles, require

compensatory reductions in each profile’s midpoint undercooling.

Thus, g0-values nearer zero significantly flatten the profiles

726 J. Phase Equilib. Diffus. (2022) 43:718–737

123



and verify access3 to simulated steady-states using speci-

fied initial conditions that result in successful counterpart

phase-field computations; (2) calculating gradients of the

interfacial chemical potential and their higher-order

divergences, the latter accessible as the surface Laplacian

of the Gibbs-Thomson thermopotential. Finally, higher-

order thermodynamic quantities will be compared with

independent phase-field measurements on steady-state

PGBG microstructures, by accessing their more realistic

diffuse s=‘ interfaces. These comparisons open inquiry as

to how interfacial thickness affects dynamics during

solidification, and stimulates subsequent pattern formation

on moving s=‘ interfaces.

3.1 Retraction by Melting

A PGBG’s free energy of formation can be estimated using

a reversible process that follows progressive melting from

an initially planar s=‘ interface, and follows its retraction

toward its final form: the steady-state profile. Reversible

processes, however, are clearly not involved in the case of

variational profiles, because they appear instantaneously by

solving Eq 19, which yield, ab initio, fully formed profiles

without benefit of any initial state, or temporal develop-

ment. Nevertheless, their equivalent energetic cost from a

hypothetical initial state can be calculated.

First-order formation free energy provides the necessary

condition required for the stability of a variational profile.

It also supplies encouragement that a counterpart phase-

field image, which develops from a stepwise thermody-

namic sequence, would successfully approach an equiva-

lent counterpart ‘‘evolved’’ steady-state, using the same

periodic boundary conditions. Variational profiles and their

capillary-mediated fields could then be compared quanti-

tatively with temporally-evolved counterpart PGBGs, the

latter evolved ‘‘thermodynamically’’ using phase-field

simulation. Figure 5 suggests a schematic sequence of

these virtual steps.

3.2 Free Energy Functional

The free energies associated with forming one cycle of a

PGBG from a planar s=‘ interface initially positioned along

the system’s x- or l-axes are expressed as a functional.

These first-order energy exchanges collectively relax the

perturbed state, as the s=‘ interface reversibly melts and

retracts under localized tensions from the grain boundaries.

The s=‘ interface continuously curves, lengthens, and

retracts, in the surrounding thermal field. Note that the s=‘

interface and grain boundaries extend a unit distance, Dz¼
1 [m], into the 3rd dimension.

The free energy to form one repeating unit of a 3-D

PGBG consists of,

(1) Eint[0, the energy stored curving an initially flat

interface between triple junctions, thereby extending

the s=‘ arc length, ss‘ðx; yÞ;
(2) Egb\0, the energy released shortening the grain

boundaries and reducing their areas, by melting back

the triple junctions, as the s=‘ interface curves, and

the system acquires its equilibrium dihedral angle;

(3) Ecusp[0, the energy required to undercool those

portions of the melt volume in contact with curved

solid, or otherwise positioned below the melting

point isotherm.

When summed at steady-state, these energies equal the

system’s total free energy change, DEsys, to form a PGBG

profile, referenced to the system’s initial state. The energy

change to form this microstructure may be represented as

the first-order functional, Fðx; y;dy
dx ; y0;WÞ [J]. A PGBG

Fig. 5 Virtual formation of a PGBG with final dihedral angle, W, in a

vertical thermal gradient. Panels illustrate the process of retraction by

melting, with transient steps shown in gray. Each reversible step, from

top-to-bottom, shows progressive interface melting and curving from

its initial planar state. Retraction by melting results in shortening

grain boundaries and lengthening the s=‘ interface, until local
thermal, chemical and mechanical equilibria are satisfied along the

curved interface, and the equilibrium dihedral angle occurs at steady-

state. The melt volume above the retracted interface, and below the

system’s melting point isotherm, becomes increasingly undercooled

as the steady-state is approached. At steady-state, heat flow within the

bulk phases continues to generate entropy everywhere

3 Negative formation free energy is only a necessary condition for

thermodynamic access to a steady-state; it does not, however,

guarantee subsequent stability against perturbations.
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occupies quadrants III and IV of the (x, y)-coordinates in

Fig. 1, and the ðl; gÞ-coordinates in Fig. 2. Inasmuch as the

profile extends into the physical system’s 3rd spatial

dimension, z, as a 2-D manifold, each integral will be

initially multiplied by the arbitrary unitary extension into

the third dimension, Dz¼1½m�.
A PGBG’s energy functional contains four integrals,

which together represent: (1) energy released by melting

sectors, Sgb, of the grain boundary pair4; (2) energy stored

in the profile from lengthening and curving the s=‘ inter-

face5; and (3) energy required to undercool and raise the

entropy of the melt phase relative to that of the solid phase

it has replaced. Only a portion of the undercooled melt

volume actually contacts the curved solid, from its mid-

point to its triple junctions. Additional undercooled melt

that lacks contact with the solid phase is located above the

profile’s midpoint, at y0, and below its melting point, at

y ¼ 0.

The energy functional for the formation of steady-state

PGBGs from their planar initial state may be expressed, for

uniformity, as four integrals in the profile’s running vari-

able, y:

Fðx; y;
dy

dx
; y0;WÞ ¼ Dz

Z ytj

0

cgb

dSgb

dy

� �

dy

þ 2Dz

Z ytj

y0

cs‘

dSs‘

dy
� dx

dy

� �

dy þ Dz

Z ytj

0

kðy0;WÞ DSf G

X

� �

ydy

� 2Dz

Z ytj

y0

DSf G

X

� �

yxdy:

ðEq 24Þ

The first term on the right-hand side of Eq 24 equals Egb,

which is negative; the second term equals Eint, which is

positive; and the last two terms sum as Ecusp, which is

positive. The total of all terms equals the system’s virtual

energy change, DEsys, to form variational profiles from

their initial state. Moreover, DEsys must remain negative to

allow both spontaneous occurrence of PGBGs, and provide

the necessary condition for accessing terminal steady-states

if simulated thermodynamically from its initial state.

3.3 Dimensionless Functional

An intermediate functional may be formed by dividing Eq

24 by the factor 2cs‘ � Dz ½J=m�, and evaluating its stan-

dard integrals:

Fðx;y;dy
dx;y0;WÞ

2cs‘Dz
¼

cgb

2cs‘

� �

Z ytj

0

dSgbþ
Z ytj

y0

dSs‘�xtj

þkðy0;WÞ
4

DSf G

cs‘X

� �

y2tj�
DSf G

cs‘X

� �

Z ytj

y0

yxdy:

ðEq25Þ

Additional steps to represent the functional, Eq 25, in

dimension-free terms are:

(1) Recognize that the coefficient of the first term on the

right-hand side (the ratio of grain boundary energy to

twice the s=‘ interfacial energy) expresses Young’s

vector force law at the triple junctions, so

cgb=2cs‘ ¼ cosðW=2Þ.
(2) Divide through Eq 25 by twice the capillary length,

2K, a step that replaces both arc-length differentials,

dSgb and dSs‘ by their respective dimensionless

counterparts, dg, and the arc-length differential
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dl=dgð Þ2
q

dg. Division by 2K also introduces

dimension-free coordinates, l ¼ x=2K and

g ¼ y=2K, into the third and fifth terms, and replaces

the physical grain boundary spacing, k, in term four,

by the equivalent dimensionless separation between

triple junctions, Dl�k=2K.
(3) Finally, Eq 1 shows that the system parameters

grouped in parenthesis in both terms four and five

equal 1=K2, which substitution renders dimension-

less. The remaining terms require inserting unit

factors of 4/4 to complete their non-

dimensionalization.

Applying all these steps yields the dimensionless func-

tional, Fðg; l;dgdl ; g0;WÞ, to form one unit of a PGBG’s

ðl; gÞ-profile from its initial planar state:

F ðl; g;dg
dl

; g0;WÞ¼cos
W
2

� �

gtj þ
Z gtj

g0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dl=dgð Þ2
q

dg

� ltjðg0;WÞ þ Dlg
2
tj � 4

Z gtj

g0

lgdg:

ðEq 26Þ

In summary, the system’s non-dimensional energy change,

DEsys, to create one cycle of a PGBG microstructure from

the initial system configuration consists of:

(1) Energy to lengthen the s=‘ interface,

Eint ¼
R gtj

g0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ dl=dgð Þ2
q

dg� ltjðg0;WÞ

4 Only half of the grain boundary energy, cgb, lost to melting is

attributed to each member of a grain boundary pair, with the

remainder contributed to the immediately adjacent profile units.
5 The s=‘ interface has zero thickness, and thus lacks elastic stiffness

to the imposed shape deformation from its initial planar configuration.

Consequently, additional strain energies are neither stored from

elastic stretching nor from bending; only energy associated with

increased interfacial area is included.
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(2) Volume energy to undercool the melt,

Ecusp ¼ Dlg2tj � 4
R gtj

g0
lgdg

(3) Energy released from partially melting the grain

boundaries, Egb ¼ cos W
2

	 


gtj

3.4 Steady-State

Dimensionless energy changes to form PGBGs were cal-

culated with the energy components listed above, along

with their algebraic sum, DEsys. Component energies are

plotted in Fig. 6 as functions of a PGBG’s dihedral angle,

W, for several values of their midpoint parameter, g0.
These plots cover a wide range of PGBG microstructures,

as suggested by their profile variations in Fig. 3.

Energy changes for the formation of PGBGs remain

negative at all dihedral angles and self-consistent

midpoints, supporting the stability of variational profiles.

This result suggested that counterpart phase-field simula-

tions of PGBGs would likely also converge to

stable steady-states when simulated using phase-field

methods.

We note that an earlier study of the thermodynamics of

isolated GBGs,[18] which have microstructures equivalent

to PGBGs in the limit of g0!0, had confirmed their

steady-state stability, a fact which is both well-known and

widely experimentally observed. The additional positive

free energy needed to undercool the larger melt volume of

PGBGs increases substantially as g0 becomes more nega-

tive. Even this large positive term apparently never causes

DEsys to exceed zero, and lose formation stability. The

energy provided by deeply retracted grain boundaries more

than compensates the extra free energy to undercool the

increased melt volume.

Fig. 6 Component free energies to form PGBGs versus dihedral

angle (solid curves). The midpoint parameter, g0, assigned to each

panel produces markedly different steady-state microstructures.

Panel A: The total free energy change, DEsys, (broken curve) for all
dihedral angles remains everywhere negative (i.e., within the

necessary condition for steady-state stability, where DEsys � 0.

Panel B: For g0¼�0:25, one notes that Ecusp becomes greater than

Eint where the dihedral angle exceeds about 20
�. This, and subsequent

panels, show that the free energy to supercool the adjacent melt is

relatively sensitive to a PGBG’s midpoint parameter, whereas the

energies to curve and lengthen the s=‘ interface are small and

decrease gradually as g0 becomes more negative. Panel C: At a

midpoint value near g0
�0:5, the system’s formation energy

decreases almost linearly with increasing dihedral angle. Panel D:
At more negative midpoint values, two robust processes dominate the

system’s formation energy: 1) undercooling the melt, Ecusp � 0, and

2) shortening, by retraction melting, the grain boundaries Egb 
 0.

Lengthening the s=‘ interface contributes moderate positive energy

changes that diminish as midpoint values become increasingly

negative. First-order formation energies for PGBGs, however, always
remain negative
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To convert the dimensionless energies given in Eq 26

and Fig. 6 back into Joules, one multiplies their dimen-

sionless values by 4cs‘K�1½m� [J], which is the capillary

energy stored in a narrow strip of s=‘ interface, with an

area equal to 4K� 1 ½m2�. Insofar as the thermocapillary

scale, K [m], is itself proportional to 1=
ffiffiffiffi

G
p

, the energy that

this area of interface would store is 1-10 [lJ] for most

materials that form PGBGs under moderate thermal gra-

dients, e.g.,1000 [K/m]). That estimate increases to 10-100

[lJ] for PGBGs under smaller thermal gradients, e.g., (e.g.,

10 [K/m]).[21, 22] The formation free energy of a unit profile

of a PGBG clearly increases as the applied thermal gradient

decreases, and the physical size of the microstructure

increases.

4 Higher-Order Capillary Fields

4.1 Approach

In brief, our approach to interpreting interfacial capillary

effects uses paired sharp and diffuse interfaces found in

one-component steady-state PGBG systems. These pairings

exhibit metrically proportional profiles. Paired profiles,

structured as counterpart sharp and diffuse interfaces, have

proportionate distributions of both their curvatures and

chemical potentials, the latter reflecting local phase equi-

libria via the Gibbs-Thomson effect. These similarities can

be extended mathematically a step higher, by using the fact

that variational profiles and their counterpart simulated

PGBG microstructures also support proportionate diver-

gences of their vector potential gradients. Field theory also

shows that the surface Laplacian—a 4th-order quantity

based on an interface’s scaled distribution of curvatures or

chemical potentials—equals the divergence of the dimen-

sionless gradient of those quantities. Surface Laplacians of

this nature have, however, received limited study in inter-

facial thermodynamics, despite the implication of their

affecting energy and solute balances on interfaces.

It is the transition structure between bulk phases that

physically allows, or prevents, tangential interface con-

ductance, which, in turn, controls the intensities of inter-

facial heating and cooling, or for alloys, solute release and

absorption.[23] Variational interfaces lack tangential con-

ductance, and, consequently, do not support tangential

fluxes of energy or solute as kinetic responses to the

thermochemical gradients encountered along curved

interfaces. Knowing an interface’s exact shape, however,

permits determination of its thermochemical gradient and

surface Laplacian.

Although the shapes of simulated diffuse-interface

PGBGs are known only approximately, their imputed

scaled cooling rates can still be found by using the surface

Laplacian of their counterpart variational profiles that bear

(proportional) profiles. This scheme allows estimation of

the flux divergences on steady-state diffuse interfaces,

limited, however, by uncertainties of their tangential con-

ductance. Thus, scaled cooling rates on curved diffuse

interfaces can be estimated and measured in situ with

numerical simulation. Eventually, by using experiments

performed on real s=‘ interfaces, capillary-mediated cool-

ing rates will be measured and critically compared with this

theory.

Comparative studies of proportionately curved sharp

and diffuse interfaces demonstrate next that the vector

divergences of their chemical potential gradient fields

evoke profoundly different kinetic responses. Our approach

again explains why. The scalar divergences of the potential

gradients along curved interfaces can be significant, but

only on diffuse interfaces, as they, and they alone, possess

interfacial transition thicknesses that allow cooling to

occur. Tangential fluxes of energy on diffuse interfaces—

more specifically the flux distribution’s higher-order scalar

divergences—act as local energy sinks, i.e., cooling sites.

Capillary-mediated sinks, in turn, modify an interface’s

energy balance, and depress its local thermochemical

potential. This elicits measurable interfacial effects, whe-

ther interfaces are stationary, as are PGBGs, or moving

during solidification. In addition, comparison of the surface

Laplacian of variational PGBGs with local interface

potentials and cooling rates on simulated diffuse

microstructures, identifies their thermodynamic origin and

suggests seeking control methods.

The connections described above between the correlated

thermodynamic behavior of sharp and diffuse interfaces

with proportionate curvature distributions was first

demonstrated with isolated GBGs.[8, 9] Recently those

connections were extended by the present authors to

PGBGs.[24] Derivation of PGBG profiles from variational

theory, theoretical assessment of their thermodynamic

stability, and now simulated measurements compared with

the surface Laplacian, are interesting and extremely sug-

gestive. They do not as yet provide definitive proof of their

effect on real interfaces during crystal growth, as will

critical experiments to be performed in the future.

4.2 Surface Laplacian

The mathematical methods applied in Section 2 to develop

expressions for variational profiles of PGBGs implicitly

required that their interfaces represent: 1) abrupt structural

changes between locally equilibrated phases, and 2) s=‘

interfaces that are isotropic, i.e., cs‘¼ const. With these

restrictions satisfied by variational PGBGs, one may apply
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the following ODE to calculate the surface tangential s-
Laplacian of the Gibbs-Thomson thermopotential[7, 18]:

r2
s ½fintðhÞ� ¼ ĵhh ĵ2ðhÞ þ ĵ2h ĵðhÞ: ðEq 27Þ

Equation 27, derives from interfacial field theory and is of

purely geometric origin. Substituting the non-dimensional

profile curvature distribution, ĵðhÞ, Eq 23, into the right-

hand side of Eq 27, along with its scaled angular deriva-

tives, ĵh and ĵhh, yields the divergence of the vector gra-

dient of the thermopotential, or, equivalently, the surface

Laplacian of the interface’s fintðhÞ-potential. Thus, simu-

lated and real interfaces with proportional curvature dis-

tributions can be metrically scaled into profiles with

identical surface Laplacians as their variational counter-

parts. This is the essential idea of using geometric

homology to conduct proportionate comparative thermo-

dynamic analyses.

More specifically, the surface Laplacian is the 2-D

operator that Jackson defines as ‘‘the flux density of the

implied gradient flow’’.[25] This operator is 4th-order with

respect to an interface’s shape, and 2nd-order with respect

to its curvature. Most importantly, however, the surface

Laplacian along a variational PGBG’s s=‘ interface mani-

fests itself physically as the following angular distribution

of scaled cooling rates:

r2
s ½fintðhÞ� ¼ 2

7
2 cos h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2g20 � cos h
q

; �W
2
� h� W

2

� �

:

ðEq 28Þ

Equation 28, describes the exact angular distribution of the

divergence of a variational PGBG’s dimensionless Gibbs-

Thomson gradients, which are proportionate to measurable

residuals of the thermopotential (and the local interfacial

cooling rate) along a simulated PGBG. Thus, we found that

simulated steady-state microstructures can provide pro-

portionate gradient structures with measurable flux diver-

gences, or cooling rates.

We summerize this chain of logic for a one-component

system: a positive surface Laplacian implies divergence of

heat flow, i.e., removal of energy, which locally cools a s=‘

interface. Alternatively, a negative surface Laplacian

implies convergence of the thermal gradient field, i.e.,

concentration of heat energy, which locally warms a s=‘

interface. In either event, the local interfacial energy bal-

ance is affected by capillarity-mediated fluxes. These

divergent interfacial heat fluxes are assumed to be stimu-

lated as described by Fourier’s heat equation, as a linear

1-D tangential vector field responding to tangential thermal

gradients induced by curvature.

4.3 Distribution of Divergences

Distributions of the surface Laplacian of the Gibbs-

Thomson thermopotential, �r2
s ½fintðlÞ�, were obtained by

cross-plotting (minus) Eq 28 against a profile’s, lðhÞ-co-
ordinate. The Laplacian distributions in Fig. 7 show

expected changes in the implied density of the Gibbs-

Thomson gradient flow for several values of a PGBG’s

parameters. (See again Fig. 3 for the relationships among

the PGBG’s parameter pair, ðg0;WÞ, its profile, and grain

boundary spacing, Dl.) In all the cases of PGBGs simulated

at steady state, only positive surface Laplacians occurred.

Positive Laplacians represent positive divergences, or

implied gradient-outflow, which cause a distribution of

steady-state cooling rates over the s=‘ microstructure.

Depending on the grain boundary spacing, both single

and double cooling extrema appear centered about each

profile’s midpoint. For g0-values closer to zero, the grain

boundary spacings increase to Dl 
 5, which could

increase without limit as g0!0. By contrast, as g0-values
become more negative, from about �0:2 to �0:5 and

beyond, grain boundary spacings contract, and interface

cooling rates strengthen sharply. These tendencies reflect

an underlying subtle conservation condition for capillary

cooling, to be explained in Sect. 5.

Quantitative changes in the predicted cooling rate dis-

tributions illustrated in Fig. 7, as well as qualitative cooling

Fig. 7 Minus the surface Laplacian of the thermopotential,

�r2
s ½fintðlÞ�, calculated with Eq 28 for different PGBGs, and then

cross-plotted against the l-coordinate of their profiles using Eq 20.

These distributions show divergences of the implied flux density, i.e.,

cooling of the interface, in all cases. One sees that PGBGs with

relatively wide grain boundary spacings, such as those labeled

g0 � � 0:35, exhibit Laplacians that display pairs of extrema with

cooling rates between about - 4 and - 6. Narrower boundary

spacings, g0 � � 0:4, display only a single extremum centered at the

midpoint
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distributions that appear on simulated microstructure ther-

mal maps in Fig. 10, both suggest that the surface Lapla-

cians of the Gibbs-Thomson thermopotential for PGBGs

depends sensitively on their shape, especially their triple-

junction spacing and curvature distribution. Accordingly,

capillary cooling fields also change strongly with their

paired profile parameters, g0 andW, as well, of course, with

the system’s material and thermal properties outlined in

Sect. 1.2.

4.4 Integrated ‘‘Cyclic Divergence’’

Now that distributions of the gradient divergence are

available from Eq 28, and their influences on the thermal

maps confirmed, it is of interest to calculate the integrated

divergence of the potential gradient over one full PGBG

cycle. This yields a ‘‘global’’ cooling rate for a diffuse

microstructure that equals the steady-state overall rate of

energy extraction over one s=‘ unit profile. This energy is

continually absorbed at locally different rates by divergent

tangential heat currents driven along the interface.

Equation 27, which defines the surface Laplacian, may

be rearranged by dividing through by the interface curva-

ture, and applying Kastner’s formula to introduce differ-

entials of the arc length, dŝ, and slope angle, dh. These
steps allow the variables in Eq 29 to be separated and

integrated over the entire profile:

r2
s ½fðhÞ�
ĵðhÞ ¼ r2

s ½fintðhÞ�
dŝ

dh

� �

¼ � ĵhh ĵðhÞ þ ĵ2h
	 


:

ðEq 29Þ

The line integral of the surface Laplacian of the fint-po-

tential over one cycle of a PGBG equals the global inter-

facial cooling, which is the total rate of energy conducted

from the surrounding bulk phases and absorbed by the

stationary diffuse s=‘ interface:

I

r2
s ½fintðhÞ�dŝ ¼ 2

Z p�W
2

0

ĵhh ĵðhÞ þ ĵ2h
	 


dh: ðEq 30Þ

Inserting the curvature function of a PGBG profile, ĵðhÞ,
Eq 23, along with its first two angular derivatives into Eq

30 yields after integration, and considerable simplification,

a surprising result: the global cooling rate per cyclic unit of

the interface depends only on a PGBG’s dihedral angle; the

midpoint parameter, g0, cancels out of the summed inte-

grands on the right-hand side of Eq 30. One then finds,

I

r2
s ½fintðhÞ�dŝ ¼ �8

Z p�W
2

0

cos h dh ¼ �8 cos
W
2
:

ðEq 31Þ

For the dihedral angle W ¼ 0, a PGBG’s unit cyclic line

integral of its surface Laplacian distribution equals �8.

(Compare Fig. 7, where markedly different Laplacian dis-

tributions, with W ¼ 0, are now found to conduct the same

total amount of energy per unit time from their surround-

ings.) This result is a global interface conservation condi-

tion that depends solely on a PGBG’s dihedral angle. As

illustrated in Fig. 3, a PGBG’s shape depends sensitively

on its midpoint parameter, g0, as does its curvature distri-

bution. Despite markedly different capillary-mediated

cooling-rate distributions, their integrated rate of interfacial

energy absorption per cyclic unit is �8 cosW
2
. Equation 31

generalizes the previously reported value of �8, for the

integrated cooling rate of an isolated GBG microstructure

with g0!0, and W ¼ 0.[18]

5 Phase-Field Simulation

Phase-field simulation, in the present context, determines

the temporal and spatial aspects of a system’s phase-indi-

ces, which are local time-dependent functions designated

/½n�i;j. The phase-index subscripts (i, j) designate the dis-

crete square sub-areas into which the entire system is

subdivided within a single computational domain. Indi-

vidually computed squares undergo stepwise changes of

their phase state. Phase indices, in a sense, are thermody-

namically computed ‘‘avatars’’ that stand for the relative

presence (/½n�i;j!1), or absence (/½n�i;j!0), of a phase,

n, in square (i, j), at each computational time step. The

phase-indices represent a pure crystalline phase, ½n�¼0 and

½n�¼1, that differ only in their spatial orientations, whereas

phase index ½n�¼2 represents their common melt phase. A

multiphase-field model is thereby required.

The system’s initial condition is shown in Fig. 8. All

bulk-phase regions consist of single component phases.

Intermediate values of a phase-index argument, viz.,

0\/½n�i;j\1, model higher energy ‘‘intermediate’’

states,required at each phase and grain boundary transition.

To reach steady-state under the imposed thermal and

symmetry constraints, the system’s overall free energy is

steadily minimized over time to form a microstructure of

bulk solid and liquid domains, contoured and separated by

s=‘ surfaces and grain boundaries. What is truly

notable about phase-field models is that they use only a

single overall computational domain: this essential feature

avoids the difficult task of tracking moving phase bound-

aries. Even so, phase-field fully supports the occurrence of

realistic topological events during phase change. These

include nucleation, pinch-off, particle disappearance, and,

what is most critical for this study, diffuse phase transi-

tions, where thermodynamic fields, such as potentials,

gradients, fluxes, and their divergences can be measured

in situ. Multiphase-field equations and their parameters, as
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well as other computational details used in our simulations,

may be obtained from the authors and prior

publications.[8, 9]

5.1 Sharp and Diffuse Interfaces

At steady-state, for example, so-called ‘‘isoline contours’’

partition different phases, and separate them by thin, but

continuous transitions, which link discretely computed

phase indices and approximate them as continuous curves.

These diffuse s=‘ interfaces separate bulk-solids from bulk

liquid, and form diffuse grain boundaries that separate

crystals 1 and 2 with their different spatial orientations.

Phase borders, or isolines, join to identify contours that

define spatial phase distributions and their shapes that

collectively represent the evolved steady-state microstruc-

ture. Gradient divergences of the chemical potentials along

these isolines, discussed earlier in Sect. 4.2, can, in prin-

ciple, slightly alter these contour shapes and affect their

subsequent local chemical potential, and, if a microstruc-

ture was set in motion, modify its kinetics.

Important practical questions surrounding this subject,

yet to be addressed by experiments or additional simula-

tions, ask to what extent are microstructures and their

kinetic behavior actually changed by capillarity in specific

systems, and can these interactions be controlled? For

example, interfacial stability during solidification and

crystal growth are important processing issues, as are the

practical effect of coarsening rates of solidifying

microstructures. Phase coarsening rates depend primarily

on longer-range spatial gradients of interfacial chemical

potentials, as well as on higher-order capillary effects from

tangential flux divergences that influence both these

potentials and interface shapes. Although doubtless pre-

sent, such phenomena have not yet been isolated and

studied. Moreover, at present we could not resolve any

resultant shape changes, per se, attributed to capillary-

mediated potential shifts, because of the limited phase-field

resolution currently at our disposal.

Already demonstrated in references,[8, 9] and to be

compared in Sect. 5.3, the emergent profiles of sharp-in-

terface variational profiles (yellow curves in Fig. 10, added

to upper panels) closely approximate the shapes of simu-

lated steady-state PGBG microstructures with diffuse

interfaces. Close agreement between GBG theory and

experiment also include many groove microstructures that

have been reported and measured in energy experiments

conducted on weakly anisotropic, one-component crys-

talline materials,[14, 15, 21, 26–28] on alloys,[29, 30] and even

on colloidal substances.[31]

5.2 Residuals and Proportionality

Residuals are post-processed measurements of the change

of temperature, or thermopotential, with depth along sim-

ulated steady-state s=‘ interfaces. Thermopotential

depressions are proportionate to the cooling rate applied

locally by capillarity to the interface, a straightforward

inference drawn from classical thermometrics, using small

temperature responses from cooling a substance at steady-

state. Temperature responses vary linearly with local

cooling or heating rates, respectively, because the heat

capacity of the phases comprising the s=‘ interface remains

constant for tiny temperature changes.

The critical question concerning our approach to com-

parative analysis, however, is whether or not the measured

depression of the thermopotential along a simulated inter-

face is also proportionate to the thickness of the interface

and its implied thermal conductance. We verified this

subtle, but critical, aspect of the phase-field model by

measuring steady-state residuals data on eight different

simulated groove profiles, all with the same dihedral angle.

The number of pixels for the somewhat exaggerated phase-

field s=‘ isoline transitions was varied between a minimum

of 8 pixels to a maximum of 24 pixels, which should

change the interface’s 2-D tangential conductance (W/K)

Fig. 8 Computation box for PGBG simulations in its initial

condition. When allowed to evolve to steady-state, this initial phase

configuration reverts to the phase arrangement depicted in Fig. 2 and

computed in Fig. 10. Each initial subregion of the computational box

starts with a bulk phase, signified by its unitary phase index, name,

and color: /½0� ¼ 1 crystal-1, blue; /½1� ¼ 1 crystal-2, white; /½2� ¼
1 melt, red. The remaining two other phase indices in each initial
subregion must be zero. Moreover, phases crystal-1 and crystal-2 are

identical solid phases that differ only in their spatial orientations.

They initially form subregion boundaries 0/1, blue-white, a vertical

grain boundary, and 1/0, white-blue, vertical grain boundary, whereas

subregion boundaries 0/2, blue-red, and 1/2, white-red are horizontal,

planar s=‘ interfaces. This initial state has, perforce, an unstable di-

hedral angle, W ¼ p that at steady-state relaxes to the equilibrium

dihedral angle. An upward pointing thermal gradient is applied to this

system, with a heat source located at the top, with a ‘‘temperature’’ of

1.0 above the melting point, and a heat sink at the bottom, with a

lower ‘‘temperature’’ of 0.98 below the melting point. Periodic

boundary conditions (reflection symmetry) apply at each outer

vertical boundary, and at the internal vertical ‘‘grain boundaries’’

(Color figure online)
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also by a factor of 3. Accessing a still larger dynamic range

for this test would require enhanced computational power.

Figure 9 shows the results of our initial ‘‘interface

thickness’’ proportionality test of the model. Adding in the

theoretical ansatz that cooling must vanish in the limit of

zero interfacial thickness, the test of the phase-field model

still showed linear regularity of interfacial thickness,

magnitude of the potential residuals, and cooling rates, all

in concert with our theoretical assumptions for using

comparative analysis.

5.3 Steady-State

The distribution of isoline residuals and cooling rates were

measured with a post-processing algorithm designed to

detect and read the isoline potentials of steady-state phase-

field images. Simulated images achieved steady-state after

several hundred thousand calculation steps. Steady-states

were always validated with cross checks of the actual

dihedral angle developed at the simulated triple junctions

against their intended input values. Specifically, dihedral

angle values were based on the input ratios of the grain

boundary energy density to that for the s=‘ interface. We

also found that isoline potentials, once steady-state was

achieved, could be measured to an accuracy of about one

part in 104.

Simulations were visualized with their steady-state iso-

therm distributions, displayed here as thermal maps shown

on the upper row of Fig. 10. Figure 10 also provides

comparisons between surface Laplacians calculated for two

variational profiles and their counterpart post-processed

simulated residuals.

The algorithm to measure residuals subtracts from the

measured local s=‘ isoline potential the known linear

potential distribution imposed on the microstructure by the

macro-gradient. Thus, residuals data consist of post-pro-

cessed isoline ‘‘temperatures’’, less the linear temperature

distribution, and their X-grid coordinates from the simu-

lation box. Residuals data were then multiplied by two

independent scale factors: one matched the maximum

vertical spread of residuals to the variation of cooling rates

around the Laplacian’s central value; the second scale

factor just adjusted the residual’s arbitrary X-grid spread to

match their Laplacians’ l-axes scale. These scaled resid-

uals were added onto the plots of their corresponding

surface Laplacians. They show comparison of measured

simulated cooling rates—the residuals—to interfacial

cooling rates predicted from field theory. For additional

details regarding residuals measurement see.[8, 9]

Note that the right-hand panels in Fig. 10 display

cooling distributions with nearly twice the dimensionless

triple-junction separation, Dl, than is displayed on the left-

hand panels. The separations, Dl, indicate how remote are

the most intensely cooled locations, despite each simula-

tion having identical X-grid separations. It is the difference

in the l-axis separation of their most intensely cooled

regions that explains the qualitative appearances of the

cooler ‘‘blue areas’’ shown in the upper row. The capillary

cooling distribution on the left-hand panels shows a sig-

nificant, nearly uniform spread across the entire

microstructure, with the very coolest regions surrounding

the triple junctions. Indeed, the corresponding surface

Laplacian shown below indicates nearly uniform cooling

rates, between - 4.5 to - 5.5, extending from the mid-

points toward their triple junctions. By comparison, the

right-hand panel shows localized cooling, much more

tightly concentrated about each triple junction, and rather

weak cooling surrounding its midpoints. The correspond-

ing surface Laplacian plotted below consistently indicates

that cooling rates varied considerably, from - 2.6 to

- 4.5, between midpoints and triple junctions.

Fig. 9 The influence of interfacial isoline thickness (pixels) on

capillary cooling rates and their proportionate residuals, measured on

s=‘ interfaces of simulated steady-state GBGs. The regression of eight

numerical experiments shows linear behavior between the model’s

admittedly exaggerated interface thicknesses and the magnitudes of

its measured residuals or cooling rates. Statistical analysis yields a

standard error of less than 10�4, even when the origin (zero interface

thickness and zero residuals) was included in the regression analysis.

These data are consistent with our hypothesis that thermal conduc-

tances and cooling rates of simulated interfaces decrease steadily with

their isoline thickness, without encountering a critical minimum

thickness below which cooling ceases. We stress, this correlation does

not constitute proof that real s=‘ interfaces, perhaps only a few

molecular diameters wide, will likewise experience proportional

cooling rates. The data show proportionate behavior between

residuals, cooling rates, and interface thicknesses, consistent within

the limitations of the phase-field simulations that were used at steady-

state to check capillary field theory
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Comparisons between upper and lower rows in Fig. 10

confirm that the surface Laplacian distributions predict the

major qualitative features observed on the simulated ther-

mal maps. These data specifically confirm agreement

between residuals and their corresponding Laplacians, and

the simulated cooling trends represented by the

microstructure’s steady-state thermal maps.

6 Conclusions

(1) The analytic description of s=‘ PGBG profiles is

derived with variational theory. Mathematical

description of these emergent profiles allows appli-

cation of standard field theory to evaluate their

interfacial scalar and vector capillary-mediated

fields. These include 1st-order formation free ener-

gies from a specified initial state, as well as higher-

order capillary-mediated effects, including the

interfacial thermochemical potential, its gradient

field, heat flux, and divergence.

(2) 1st-order formation free energies of PGBGs provide

the necessary condition indicating that PGBGs

develop conditionally stable structures at arbitrary

grain boundary separations and dihedral angles.

These results suggest that PGBGs form sponta-

neously during polycrystalline solidification. Their

stability, moreover, is such that phase-field simula-

tions, if initiated from appropriate configurations and

simulated for a sufficiently large number of time

steps, should access their terminal steady-states.

Simulations obtained in the course of this study did,

in fact, successfully settle into predicted steady

states. Hundreds of thousands of computational

steps, however, were needed to simulate PGBG

phase-field profiles with sufficient accuracy to

exhibit their equilibrium dihedral angles to a preci-

sion better than �0:05%.

(3) Simulated s=‘ microstructures that share identical

dihedral angles with their counterpart variational

PGBGs develop proportional curvature distributions.

After isometric scaling, simulated PGBGs exhibit

gradients of their chemical potentials with scalar flux

Fig. 10 Scaled comparisons of simulated isotherm maps, counterpart

variational surface Laplacians, and measured potential residuals.

Upper Row: Phase-field isotherm maps for two steady-state PGBGs.

Red is warmer; blue is cooler. Maps from each simulation were

adjusted isometrically to match their simulated X-grid grain boundary

spacings with dimensionless triple junction separations, Dl, as plotted

on the lower row. Again, yellow curves added onto these simulated

maps exhibit their counterpart variational profiles. Variational profiles

were independently calculated from Eq 21 using matched values of

W ¼ 0 and W ¼ 30:2�, respectively, finding iterated values of g0 that
provide a �0:5% match with their phase-field image’s simulated

aspect ratio. Lower Row: Surface Laplacians from Eq 28 are cross-

plotted on identical l-scales to predict isoline cooling distributions.

Data points added to each Laplacian curve are measurements of

simulated scaled residuals. Residuals data were measured from

simulations; surface Laplacians were calculated from field theory.

Each is proportional to cooling rates developed by capillarity that

influence the microstructure’s local temperature
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divergences that closely match the surface Lapla-

cians of their variational counterparts. Thus, we

confirm that phase-field simulated s=‘ microstruc-

tures ‘‘behave’’ as though they support active,

thermodynamically necessary, energy fields, as

identified and assessed from their variational forms

using field theory.

(4) The surface Laplacian of the thermochemical poten-

tial distribution on a variational profile is found to be

proportionate to the cooling rates measured on its

counterpart diffuse-interface PGBG. Cooling effects

measured as residuals, post-processed on simulated

steady-state microstructures, confirm this

proportionality.

(5) Deterministic capillary-mediated energy sinks, albeit

remain theoretically-based concepts. Energy sinks

were detected in numerical ‘‘experiments’’ as inter-

facial cooling rates measured with precision multi-

phase-field techniques. Interfacial cooling and

heating from capillarity—as indirect effects arising

from high-order energy sources—are not yet con-

sidered in current crystal growth dynamics, despite

Turing’s now famous 70-year old conjecture that

simple chemical diffusion/reaction and thermal con-

duction, guided by appropriate geometric factors,

often self-organize and instigate complex structure

formation.[32] Capillary-mediated cooling and heat-

ing of s=‘ interfaces are fourth-order phenomena,

and, as such, are not included in Stefan energy or

solute balances. They must, nonetheless, be taken

into account when considering interface stability,

especially on curved s=‘ interfaces in low-noise

environments, where small deterministic perturba-

tions become significant.

In closing, we emphasize that when finally addressed

experimentally, similar agreement might be found for the

physical presence of deterministic capillary-mediated sinks

and sources on real s=‘ interfaces. Were that to happen, it

should bring closer practicable manipulation of these subtle

deterministic phenomena for improvement of solidification

processing, welding, and crystal growth.

Acknowledgments The authors dedicate this research publication to

the fond memory of, and numerous scientific contributions by, Pro-

fessor John Morral, editor of the Journal of Phase Equilibria and
Diffusion. Professor Morral’s far reaching discoveries in materials

science—on subjects as diverse and important as the topology of

phase diagrams and the kinetics of multi-component diffusion—are

indeed everlasting. We are denied Professor Morral’s comments on

our own work, and sincerely hope that he would have approved.

Author MEG also honors the memory of his deceased colleague and
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