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Monika Kawuloková1,2 • Karel Gryc1,2 • L’ubomı́ra Drozdová1 • Petr Dostál1 •
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Abstract The paper deals with theoretical and experi-

mental study of phase transformation temperatures of steels

in high temperature region (above 1000 �C), with focus on

the solidus temperature, peritectic transformation temper-

ature and liquidus temperature of multicomponent steels.

Experimental data were obtained using Differential Ther-

mal Analysis and ‘‘direct’’ thermal analysis. The experi-

mental data were assessed by basic statistics. The

calculations were performed using InterDendritic Solidifi-

cation software and Thermo-Calc software. Also, selected

empirically based models were used for calculations. The

study presents the basic principles of theoretical and

experimental methods, characteristics, advantages and

disadvantages. Both used thermo-analytical methods are

set correctly; the results are reproducible, comparable and

close to equilibrium temperatures. Furthermore, compre-

hensive comparisons between the calculated and measured

phase transformation temperatures show that the experi-

mental data is satisfactorily accounted for by the present

thermodynamic description.

Keywords computational thermodynamics � liquidus �
peritectic transformation � solidus � steel � temperature �
thermal analysis

1 Introduction

The changing global market of the steel industry requires

steelmaking process technologies to be further developed,

to provide the steel companies with economically-sustain-

able steel-making production. To achieve that, it is nec-

essary to know every aspect of the production process that

has impact on the final product. One of the most important

aspects of steel productions today are the phase transfor-

mation temperatures.[1,2]

Phase transformation temperatures are widely used in

industrial processing of steels. Among the most important

phase transformation temperatures in high temperature

region are liquidus temperature (TL), peritectic transfor-

mation temperature (TP) and solidus temperature (TS).[3]

These phase transformation temperatures are used in

modern steel production and processing for better control

of the production processes, optimal setting of casting and

solidification conditions, and thermal and chemical

homogenization of the melt.[4] They are also used for the

design of microstructures or alloy development and has

significant impact on the understanding of the fundamental

properties of steels.[5,6]

Phase transformation temperatures may be investigated

by several approaches, but there are two main directions:

(1) experimental, using primarily methods of thermal

analysis and (2) theoretical, using various models often

implemented in software applications.

Thermal analysis is considered among most reliable

techniques currently available for study of phase
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transformation temperatures. The accuracy and reliability

was proven over last decades.[7] However, there are many

factors affecting the measurement of thermal analysis, such

as detection limits of temperature sensors, size of the

samples and temperature fields in sample, inhomogeneous

chemical composition of the sample, procedure or method

bias, where different analytical procedures give different

results, environmental influences, type of material, sample

mass, sample geometry, heating and cooling rate, atmo-

sphere, temperature range, crucible, evaluation methodol-

ogy, etc. Therefore it is necessary to check compliance of

experimental results with the theoretical model

calculation.[8]

Modelling of phase transformation temperatures today

presents two main modelling philosophies: (a) the empiri-

cal models (black box) or (b) physically-based (funda-

mental) models (white box). Both concepts were proven to

have its merits.[9]

Empirical models are based on extensive study of cor-

relation between chemical composition and its impact on

phase transformation temperatures. It can be applied only

to relatively simple and specific systems, but are fast and if

tested properly, it provides very accurate results.[10] Fun-

damental models are more general and it is possible to use

them for more complex applications. However, in general,

fundamental models are not developed enough so they

could be used alone for complex industrial applications.

The fundamental models also need far more calculation

time compared to the empirical models.

Therefore, many fundamental models include also

stochastic and empirical features. This approach also uses

CALPHAD[11] and Phase Field[12] methods for calculating,

among others, the phase transformation temperatures.

Thermo-Calc software provides temperatures under equi-

librium conditions only (e.g. for phase diagrams).

The methods are using databases with the stored assessed

information and calculation results are dependent on cor-

rect thermodynamic data in the databases. However,

accuracy and overall versatility of modern modelling

software makes it more competitive to the experimental

methods.[13]

Regardless, it is still difficult to find a comprehensive

model for phase transformation temperatures calculations

that would be consistent with experimental results. One

reason is that it is exceptionally difficult to include all the

effects and interactions of various elements (and various

ranges of element concentrations) in a single computational

model. Another reason is that many real experimental

systems only approximate to equilibrium, mainly due to the

existence of metastable or long lived transient states, and

these non-equilibrium states are still difficult to model

accurately.

The aim of the paper was to obtain original accurate

phase transformation temperatures: liquidus temperature

(TL), peritectic transformation temperature (TP) and solidus

temperature (TS). Four steel grades were analysed, where

steels 1 and 2 are model steel samples, prepared in labo-

ratory conditions. Steel 3 and 4 are commercial steel grades

provided by industrial partners. Experimental measure-

ments were conducted by differential thermal analysis

(DTA) and direct thermal analysis (TA).[14] The calcula-

tions were performed by software Thermo-Calc[15] and

IDS.[16] Furthermore, the research of existing empirical

models was completed and several empirical models were

selected for calculations. The data collected by experi-

mental methods and calculations were assessed in term of

comparability and reproducibility.

2 Experiment

Steel samples 1 and 2 with graded carbon and chromium

content were prepared in the laboratory. Samples were

prepared by vacuum melting of electrochemically pro-

duced iron (99.9 wt.%) with the addition of graphitic car-

bon and pieces of chromium (99 wt.%).

The composition of the samples is shown in Table 1.

Steel 3 is alloy steel grade with marginally increased

content of Mn, Cr and Mo. Steel 4 is tool steel designed for

special machine components with substantial alloying

element content (e.g. Ni, Cr, Mo, V …).

Chemical composition of the samples was determined

using a spectrometer with spark discharge. Carbon, oxy-

gen, sulphur and nitrogen content in the samples were

determined using combustion analysers.

Two thermal analysis methods were used for experi-

mental investigation. The experiments were performed in

high temperature region, this means in temperature region

above 1000 �C. The experiments were performed in

corundum crucibles in inert atmosphere of argon with

purity higher than 99.9999 mol.%. Such high purity gas is

accomplished by using Getter-gas purifier (MicroTorr

Canister Purifier MC200). The samples were machined to a

desired shape for each equipment and method, then pol-

ished and cleaned by ultrasound in acetone. Description of

the equipment and adjustment of experimental conditions

is described, e.g. Ref 17 and 18.

Temperature calibration was performed using melting

temperature of pure palladium (99.999 wt.%) and pure

nickel (99.999 wt.%). Furthermore, the liquidus tempera-

ture results of DTA analysis were corrected on influence of

the heating rate and sample mass[19,20] The evaluation of

the DTA and TA curves was carried out by the tangent

interception method.
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The Setaram SETSYS 18TM was used for Differential

Thermal Analysis method (DTA). The laboratory system

for thermal analysis and DTA ‘S’ type (Pt/PtRh 10%)

thermocouple were used for obtaining the phase transfor-

mations temperatures. The samples were analysed in cru-

cibles with volume of 100 ll. The mass of the samples was

approximately 200 mg. Heating rate was 10 �C min-1. An

empty corundum crucible served as reference. The result

of the measurement is a DTA curve. DTA analysis was

performed with at least three different pieces of samples to

improve statistical analysis.

The Netzsch STA 449 F3 Jupiter was used for Direct

Thermal Analysis method (TA). The laboratory system

uses sensor S-type (mono-couple). Specifically, it is one

thermocouple inserted in the crucible with a sample. The

mass of sample was approximately 22 g. Heating and

cooling rate was 5 �C min-1. The result of the measure-

ment is either a Heating curve (TAH) or a Cooling curve

(TAC). The TA analysis was performed on two different

pieces of samples. The TA analysis was performed using

two cycle measurement. A sample was heated to set tem-

perature and cooled twice, when the second cycle was

following the first cycle immediately. The bottom tem-

perature after first cycle was set approximately bellow the

solidus temperature.

3 Empirical Models

Empirical models are generally obtained on the basis of the

Fe-i binary phase diagrams. The different effects of ele-

ments on the melting point of pure iron are implemented.

The value of phase transformation temperatures decreases

or increases together with the content of element i in Fe-i

binary phase diagram. The data are fitted to obtain the

mathematical formula that is normally represented by lin-

ear or quadratic equation. The model of phase transfor-

mation temperature calculation is established, introducing

the mathematical formula of each element into one (or

more) equations. The general calculation model for phase

transformation temperature calculation is as follows[21]:

TPTT ¼ T0 �
X oTPTT

oCi

%Ci½ �
� �

ðEq 1Þ

where TPTT is the general phase transformation temperature

of steel, T0 is the melting point of pure iron; qTPTT/qCi is

the changing rate of isotherm with the element content i on

the Fe-i binary phase diagram and [%Ci] is the percentage

content of the element i. Similarly, the model can be

modified to fit the quadratic function. Furthermore, there

can be found more complex equations that includes inter-

actions of elements between themselves.[22] The Table 2

comprehends empirical models obtained by extensive

research. 13 models for liquidus temperature, 1 model for

peritectic transformation temperature and 6 models for

solidus temperature are presented and further used for

calculations.

4 Software Calculations

The calculations were performed using two software codes.

The Thermo-Calc software (TC) uses the CALPHAD

approach. Thermo-Calc calculations were performed with

TC v. 2015b, using TCFE8 database. TCFE covers the

assessments of many important binary and ternary systems,

as well as the iron-rich corner of some higher order sys-

tems, within the 28-element framework. It can be used

with satisfactory results for a range of different alloy types:

e.g. stainless steels, tool steels, cast iron, etc..[15]

The InterDendritic Solidification software (IDS) is

thermodynamic–kinetic–empirical tool. IDS includes two

main modules, the IDS module and the ADC module. IDS

module simulates the solidification phenomena from liquid

down to 1000 �C and ADC the austenite decomposition

down to room temperature. Both modules have their own

Table 1 Composition of steels

(wt.%)
Steel C Mn Si P S Cu Ni Cr Al Osoluble

1 0.335 0.049 0.001 0.003 0.052 0.007 0.001 1.925 0.010 0.019

2 0.303 0.053 0.001 0.004 0.055 0.007 0.017 3.772 0.007 0.017

3 0.308 0.750 0.265 0.016 0.003 0.090 0.040 1.060 0.028 0.028

4 0.380 0.380 0.940 0.008 0.001 0.090 0.260 4.990 0.025 –

Steel N Mo V Ti Nb Ca Sn As Sb B

1 0.036 0.001 0.002 0.001 0.000 0.000 0.000 0.000 0.000 0.002

2 0.029 0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.001

3 0.004 0.243 0.004 0.001 0.002 0.002 0.006 0.002 0.007 0.000

4 0.007 1.160 0.430 0.003 0.009 0.000 0.007 0.000 0.000 0.000
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Table 2 The empirical models for calculation of liquidus temperatures, peritectic transformation temperatures and solidus temperatures; letters

stands for content of element in steel (wt.%)

No. Ref. Empirical equation

Liquidus temperatures (�C)

L1 23 T1
L ¼ 1537 � 88C þ 8Si þ 5Mn þ 30P þ 25S þ 5Cu þ 4Ni þ 1:5Cr þ 2Moð

þ18Ti þ 2VÞ
L2 24 T2

L ¼ 1536 � 90C þ 6:2Si þ 1:7Mn þ 28P þ 40S þ 2:6Cu þ 2:9Ni þ 1:8Crð
þ5:1AlÞ

L3 25 T3
L ¼ 1535 � �22:4C2 þ 100:3C � 0:16 � 0:64Si2 þ 13:55Si þ 0:3Mn2

�

þ5:82Mn þ 4:2CuÞ
L4 26 T4

L ¼ 1518:95508 � 91:96C � 1054:3Snð Þ
L5 27 T5

L ¼ 1536 � 83C þ 7:8Si þ 5Mn þ 5Cu þ 32P þ 31:5S þ 3:6Al þ 1:5Crð
þ2Mo þ 4Ni þ 18Ti þ 2VÞ

L6 28 C½ �\0:5

T6a
L ¼ 1537 � 73:1C þ 2:5Al þ 1:5Cr2 þ 4Mn

�

þ5Mo þ 3:5Ni þ 30P þ 14Si þ 45S þ 4VÞ
0:5\ C½ �\1:0

T6b
L ¼ 1531 � 61:5C þ 2:5Al þ 1:5Cr2 þ 4Mn

�

þ5Mo þ 3:5Ni þ 30P þ 14Si þ 45S þ 4VÞ
L7 29 T7

L ¼ 1538 �
31:15C2 þ 62:645C þ 0:609Si2 þ 2:0678Si � 0:0674Mn2 þ 5:3464Mn
�

þ20P2 þ 9P � 1:7724S2 þ 24:755S þ 1:1159Nb2 þ 5:3326Nb � 0:0758Ca2

þ3:1313Ca þ 0:0379Ni2 þ 5:2917Ni þ 0:6818Cu2 þ 2:5955Cu þ 0:0214Mo2

þ3:2214Mo þ 0:0359Cr2 þ 1:1402CrÞ þ 10:797

L8 30 T8
L ¼ 1537:4 �
�22:41C2 þ 100:3C � 0:64Si2 þ 13:55Si þ 0:3Mn2 þ 5:82Mn � 0:007Cr2
�

þ1:59Cr + 3Mo þ 0:01Ni2 þ 4:18Ni þ 4:2CuÞ
L9 31 T9

L ¼ 1525 � 86:8C þ 4:7Si þ 2:1Mn þ 0:8Cr þ 5:1Ni þ 3:1Moð
þ1:1Ti þ 3:6NÞ

L10 31 T10
L ¼ 1530 � 59:4C þ 12:1Si þ 6:6Mn þ 2:2Cr þ 2:1Ni þ 4:2Moð

þ11:5Ti þ 22NÞ
L11 32 T11

L ¼ 1535 � 80C þ 14Si þ 4Mn þ 2:6Ni þ 1:4Cr þ 1:2Mo þ 3:4Al þ 35Sð
þ35PÞ

L12 33 T12
L ¼ 1535 �

0:4848451 þ 2:372946C2 þ 79:30863C � 0:0771777 � 0:08557327Mn2
�

þ5:705279Mn þ 0:5149525 � 0:07529225Si2 þ 13:1658Si � 0:1455983

�105:9915P2 þ 36:35065P � 0:3220267 þ 91:86318S2 þ 62:36033S

�0:0522879 � 0:1047831Cr2 þ 2:915382CrÞ
L13 34 T13

L ¼ 1536:6 � 88C þ 5Mn þ 8Si þ 1P þ 1S þ 1:5Cr þ 4Ni þ 5Cuð
þ0Al þ 0SnÞ

Peritectic transformation temperatures (�C)

P1 35 T1
P ¼ 1494:643 � 18:846Si þ 1:295Cr þ 71:433S þ 55:847Pð

�87:915N þ 12:138Ti þ 12:175C þ 11:283V � 79:916Mn � PÞ
Solidus temperatures (�C)

S1 23 T1
S ¼ 1535 � 200C þ 12:3Si þ 6:8Mn þ 124:5P þ 183:9S þ 4:3Nið

þ1:4Cr þ 4:1AlÞ
S2 24 T2

S ¼ 1536 � 415:3C þ 12:3Si þ 6:8Mn þ 124:5P þ 183:9S þ 4:3Nið
þ1:4Cr þ 4:1AlÞ

S3 26 T3
S ¼ 1432:1 � 290C2 � 102:49C þ 5000Al2 � 630:4Al

� �

S4 27 T4
S ¼ 1536 � 344C þ 12:3Si þ 6:8Mn þ 124:5P þ 183:5Sð

þ4:1Al þ 1:4Cr þ 4:3NiÞ
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recommended composition ranges shown in Table 3. The

IDS module is based on the so-called sharp interface

concept. The ADC is mainly statistical based on empirical

CCT (Continuous Cooling Transformation) diagrams. IDS

is valid for simulation of the solidification of low-alloyed

steels and stainless steels.[16]

5 Results and Discussion

Examples of original DTA curves that were used for the

phase transformation temperatures determination are

shown in the Fig. 1. For accurate evaluation, it was nec-

essary to use extrapolation and numerical derivation. These

methods were particularly necessary for the TA method,

where the phenomena are generally less clear on the curve.

Heating curves (TAH, Fig. 2) and cooling curves (TAC,

Fig. 3) provided in some cases substantial differences of

results. Therefore the results of direct thermal analysis

were discussed separately. Also, the direct thermal analysis

was not used for study of samples 1 and 2. As a default,

comparison of experimental methods and calculations is

conducted using only steels 3 and 4. Statistic evaluation of

obtained experimental results was performed by mean

value, standard deviation and variation coefficient. All

measurements, in general, show high level of consistency

and low level of variability (Table 4).

The values obtained by thermal analysis measurements

were determined based on standardized methodology. For

this work, it can be stated that measured results are the

most accurate to the real phase transformation temperatures

of studied steels. Therefore to determine final phase

transformation temperatures, the mean values were calcu-

lated from DTA, TAH and TAC results. This mean values

of thermal analysis results are determined as final valid real

phase transformation temperatures.

The calculations were performed using empirical mod-

els and software. The Table 5 comprehends results of 13

models for liquidus temperature, 1 model for peritectic

transformation temperature and 6 models for solidus tem-

perature. The evaluation of empiric models was challeng-

ing due to the relatively high amount of results the

empirical models provided. Therefore, the mean values

were calculated for each phase transformation temperature,

using all the empiric models presented in in the Table 2.

Also, the standard deviations and variation coefficients

were calculated, results are presented in the Table 6. For

further comparisons, the abbreviation EMP will be used to

stand for mean value calculated out of empiric models.

The software calculations were performed using

Thermo-Calc (TC) v. 2015b with TCFE8 database and

InterDendritic Solidification software (IDS). The results

are shown in the Table 7. All elements shown in the

Table 1 were included to the calculations except Sn, As, Sb

and O. Sn, As and Sb are not defined in the databases of

both software codes. Also, the three elements, in such low

amount, would have had insignificant impact on the cal-

culation results.

Table 2 continued

No. Ref. Empirical equation

S5 36 T5
S ¼ 1536 � 251C þ 12:3Si þ 6:8Mn þ 123:4P þ 183:9Sð

þ3:3Ni þ 1:4Cr þ 3:6AlÞ
S6 21 T6

S ¼ 1536 � 175C þ 20:5Si þ 6:5Mn þ 500P þ 700Sð Þ

Table 3 Maximum element

contents recommended by the

software (database) developers

(wt.%)

Element TC IDS Element TC IDS Element TC IDS

Al 10 0.5 Mg Trace – O Trace 0.001

B Trace 0.005 Mn 30 3 P Trace 0.05

C 7 1.2 Mo 10 1 S Trace 0.05

Ca Trace 0.02 N 5 0.5 Si 5 2

Ta 10 – Nb 5 0.5 W 15 –

Co 20 – Ni 20 4 Y Trace –

Cr 30 4 Ti 3 0.5 Zn Trace –

Cu 5 1 V 15 0.5 Zr 10 –
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For Thermo-Calc calculations all phases and compo-

nents were allowed for calculations. The software

developers recommend to exclude only the phases and

components that certainly cannot be created at given

conditions. However, after detailed investigation it was

concluded, that no phase or component restriction has

impact on the calculation results, with exception of main

phases and components (FCC, BCC, Liquid, Cementite,

etc.).

The implementation of oxygen in the calculations was

not successful. The oxygen caused instability of the cal-

culation. The software IDS always crashed and had to be

rebooted. Thermo-Calc either crashed or finished calcula-

tion when the temperature reached 1300–1350 �C region.

However the results of TS temperature obtained from such

a finished calculations were showing significant error (over

100 �C).

Regardless, relevant issue was not found in the available

publications. Furthermore, extensive testing was con-

ducted, where various concentrations of oxygen were used,

or phase and compositions allowed. The stability of the

software was tested on multiple platforms (different hard-

ware and operational systems) unsuccessfully.

The issue is being further investigated. However, the

oxygen content in presented steel grades is very low and

insignificant influence on calculated phase transformation

temperatures is expected.

5.1 Liquidus Temperature

The experimental and calculated results of liquidus tem-

perature are considerably more consistent compared to

solidus and peritectic transformation temperatures.

The results of measurement are reliable, with standard

deviation close to zero and variation coefficient below

0.05%. The average difference between DTA and TAH

(considering only steels 3 and 4) is within ± 5 �C and the

average difference between DTA and TAC is within

± 1 �C. This is particularly interesting given the fact that

the DTA method has been evaluated only during heating.

Therefore, there is a greater consistency between heating

and cooling results than heating–heating results. The de-

termined liquidus temperatures are for steel 1 TL-

= 1493 �C, steel 2 TL = 1490 �C, steel 3 TL = 1500 �C,

steel 4 TL = 1477 �C.

The empirical models show good maximal standard

deviation 7 �C in case of steel 4. The difference between

the mean value of empirical models (EMP) and the DTA

results (DTA–EMP) is 4 �C, TAH–EMP is 3 �C and TAC–

EMP is 3 �C. This is very good conformity of empirical

models with experiments, considering the different nature

of each empirical model.

Fig. 1 DTA curves, heating, steels 1–4
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It is difficult to recommend the best one model for TL

determination. However, L8 and L12 seems the most

reliable. On the other hand, the L9 is not suitable for used

steel grades with relatively high deviation.

The software TC and IDS show difference from each

other 7 �C. Considering different approaches of the soft-

ware, it is very good compliance between software but also

if comparing software to experimental results. It is not

possible to determine better software, although the IDS

software show slightly better results compared to TC.

It is interesting to notice that steel grade 2 show highest

overall deviations for both empiric models and software. It

is exceptionally difficult to include all the effects and

interactions of various elements (or not existing

Fig. 2 TA; heating curves

(TAH); steels 3 and 4 / 1st and

2nd cycle

Fig. 3 TA; cooling curves

(TAC); steels 3 and 4 / 1st and

2nd cycle

Table 4 Measurement results

(�C)
Steel Statistics DTA Heating TA Heating TA Cooling

TS TP TL TS TP TL TS TP TL

1 Mean value 1425 1478 1493 – – – – – –

SD 1 0 0

Var. coeff. 0.06 0.02 0.01

2 Mean value 1430 1478 1490 – – – – – –

SD 0 1 0

Var. coeff. 0.03 0.06 0.03

3 Mean value 1447 1486 1498 1449 1484 1504 1451 1458 1499

SD 1 0 0 2 0 1 3 2 1

Var. coeff. 0.10 0.03 0.00 0.16 0.00 0.07 0.20 0.13 0.06

4 Mean value 1397 1438 1475 1405 1441 1480 1411 1416 1476

SD 2 1 0 6 1 0 13 15 0

Var. coeff. 0.15 0.09 0.03 0.43 0.06 0.00 0.93 1.06 0.00
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interactions in case of model steels) in a single computa-

tional model.

Although the deviations (from experimental results) of

separate empirical model varies from 1–9 �C, the TL

deviation of empirical models is similar software devia-

tions. This is inconsistent with presumption of publica-

tion[16] that empirical models can be applied only to

relatively simple and specific systems. Steel grades 1–4 are

laboratory and commercial steel grades, with various ele-

ment concentrations and yet the results of empirical models

mean value is consistent. It is therefore assumed, that use

of several empirical models for TL calculations provides

solid robustness of results.

5.2 Peritectic Transition Temperature

The average difference between DTA and TAH (steel 3

and 4) is within ± 2 �C and average difference between

DTA and TAC is within ± 25 �C. The overall consistency

of results is good. The highest average standard deviation

(8 �C) and variation coefficient (0.59%) presents the TAC

method. Compared to DTA (1 �C) and TAH (0 �C), the

deviation of TAC method is relatively high and suggest

issue with reproducibility of results. Also, in a peritectic

reaction kinetics play an important role.[36] The litera-

ture[37,38] suggests that nucleation in cooling regime is

energetically more demanding rather than during heating.

The issue of nucleation of primary solid phase exists in this

case from melt to delta ferrite. This can lead to minor

distortion of the results. The determined peritectic trans-

formation temperatures are for steel 1 TP = 1478 �C,

steel 2 TP = 1478 �C, steel 3 TP = 1476 �C, steel 4

TP = 1432 �C.

Only 1 empirical model for calculation of peritectic

transformation temperature was used. Relatively low con-

formity with experiments has been obtained, particularly in

case of TAC. Considering the deviation from experimental

results, the empirical model is not suitable for determina-

tion of peritectic transformation temperature of analysed

steel grades. It can be used only for the approximation of

peritectic transformation temperatures.

The software TC and IDS show difference from each

other 2 �C. Excluding TAC deviations, the results are good

not only with very good compliance between software but

also if comparing software to experimental results. Com-

pared to TL results, in case of peritectic transformation

temperature it is recommended in this case to use software

preferably to empirical model. As well as in TL case, it is

Table 5 Empiric models

results (�C)
Steel L1 L2 L3 L4 L5 L6 L7 L8 L9 L10

1 1503 1500 1505 1488 1503 1507 1499 1503 1494 1505

2 1519 1519 1516 1511 1518 1520 1513 1517 1510 1515

3 1501 1502 1499 1497 1501 1504 1498 1498 1494 1500

4 1482 1485 1486 1491 1483 1478 1482 1475 1478 1477

Steel L11 L12 L13 P1 S1 S2 S3 S4 S5 S6

1 1503 1499 1504 1491 1455 1439 1439 1440 1384 1408

2 1517 1516 1519 1490 1496 1490 1490 1455 1466 1476

3 1501 1499 1501 1488 1461 1446 1462 1450 1395 1417

4 1482 1477 1485 1466 1435 1417 1443 1442 1355 1382

Table 6 Evaluation of empiric

models (�C)
Steel Liquidus temperature Solidus temperature

Mean value SD Range Mean value SD Variation coefficient

1 1501 4 20 1427 24 71

2 1516 3 11 1479 15 41

3 1500 3 13 1438 24 66

4 1482 7 29 1412 33 88

Table 7 Software results (�C)

Steel Thermo-Calc (TC) InterDendritic Solidification (IDS)

TS TP TL TS TP TL

1 1328 1481 1491 1330 1475 1485

2 1309 1484 1485 1340 1479 1502

3 1449 1486 1503 1448 1483 1504

4 1395 1441 1480 1386 1440 1475
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not possible to determine better software, although the IDS

software shows slightly lower deviations compared to TC.

5.3 Solidus Temperature

The average difference between DTA and TAH is

within ± 5 �C and average difference between DTA and

TAC is within ± 8 �C. As well as TP results, the overall

consistency of results is good. The highest standard devi-

ation (8 �C) and variation coefficient (0.56%) show TAC

method. It can be seen that some variability between

obtained phase transformation temperatures exists.

Determination of the start of melting by both methods

(DTA and TA), in the case of investigated steel grades, is

strongly depended on deflection of the base line. Therefore

it was difficult to determine the initiation of melting. In

case of cooling, the temperature of solidus was strongly

dependant on the creation (nucleation) of secondary phase

(austenite), and temperature of solidus can be more affec-

ted by nucleation process (shifted towards lower

values).[39]

Compared to DTA (1 �C) and TAH (4 �C), the TAC

method is charged with relatively high deviations con-

nected with high probability with experimental arrange-

ment alone. The determined solidus temperatures are for

steel 1 TS = 1425 �C, steel 2 TS = 1430 �C, steel 3 TS-

= 1449 �C, steel 4 TS = 1404 �C.

The standard deviation of empirical models is several

times higher compared to TL models. It is obvious that

empiric models are not consistent, the calculated results are

not comparable. Only 6 models are used for TS calculations

compared to 13 models for TL, however such variability is

not acceptable for practical use. Mean value of empirical

models compared to DTA (DTA–EMP) is 12 �C, TAH–

EMP 9 �C and TAC–EMP 7 �C. This is relatively good

conformity with experiments and above expectations con-

sidering high standard deviations of empirical models.

TS results calculated by empirical models show orderly

higher deviations from experimental values and cannot be

recommended for TS determination separately. However,

the S2 equation provided the best results compared to all

three experimental results, with deviation approximately

half of the second lowest deviation (average deviation

under 10 �C). Nevertheless, the deviation from experi-

mental results is relatively high for steels 1–4 and therefore

use of empirical models is not recommended for TS

determination. Although it can be used for solid

estimations.

Considering high deviations of separate models, the

average results showed good compliance with measure-

ment results. This confirms the premise mentioned above,

that more empirical models provides robustness of the

calculations, mitigating impact of systematic and random

errors in separate models. This behaviour should be further

studied in followed up research. The software show con-

siderably better compliance with experimental results than

empirical models and it is recommended for TS determi-

nation. The software TC show better conformity of results

compared to IDS, so on the contrary to TL and TP, usage of

TC is preferable.

One thing that needs to be highlighted is, that all the

comparisons were conducted only on steel 3 and 4, because

steel 1 and 2 was not analysed by the TAH and TAC

methods. In general, liquidus temperature is easier to

evaluate and calculate, and most models reflect that.

Contrarily solidus temperature is highly dependent on the

data and particularly on kinetics as the segregation of

elements and their combination in an alloy. Therefore,

there have been found extreme deviations in case of solidus

temperatures of software-experimental results of steel 1

and 2, exceeding 100 �C.

The issue could be caused by the fact, that software

calculations are not including kinetics and the measure-

ments and the interpretation of the curves have their own

issues. Moreover, some authors[32] state that the

microstructure (phases) may also play a role on the solidus

measurement. The steel 2 showed in general highest cal-

culated—experimental deviations, but the increase is more

or less similar for all phase transformation temperatures.

The difference between experimental methods is caused

mainly due to the arrangement of the equipment alone,

sample mass and sensitivity of the used sensors. The TA

heating and cooling curve is also affected by inhomoge-

neous temperature field, release and absorption of latent

heat during ongoing phase transition, possible decarburi-

sation, and contact of sample with sensor or crucible.

Furthermore, the evaluation of obtained curves can be

difficult in cases, where heat effects overlap or there is not

sharp deviation from the base line. Also faster cooling

because of a smaller sample could alter the solidification

behaviour of the steel, affecting the undercooling.

6 Conclusions

The average difference between DTA results and TAH

results is higher than DTA results and TAC results. Con-

sidering the fact that the DTA method has been evaluated

only during heating, there is a greater consistency between

heating - cooling results than heating–heating results.

Steel 2 shows the highest overall deviations for both

empiric models and software. The deviation is several

times higher than rest of the steel grades. It is exceptionally

difficult to include all the effects and interactions of various

elements (or not existing interactions) in a single compu-

tational model.
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Some empirical models provide results with deviations

far exceeding expectations and possibilities of both soft-

ware. Thus, it can be argued that empirical equations are an

interesting low-cost alternative for calculating phase

transformation temperatures.

Although the deviations of separate empirical models

varies from experimental results, the phase transformation

temperatures determined by mean value of group of

empirical models is consistent with deviations software

provides. It is therefore assumed, that use of several

empirical models for phase transformation temperatures

calculations provides solid robustness of results. This

behaviour should be further studied in followed up

research.

Compared to the measured values, the theoretical cal-

culations by IDS software provided slightly more consis-

tent results than TC results. TC and IDS software are

providing good calculation results, except there have been

found extreme deviations of software-experimental results

of model steel 1 and 2 in case of solidus temperatures. The

issue was not explained. In general, the software are reli-

able tool for verification of measured data. However it is

always vital to check the calculated data with an

experiment.

All experimental values, in general, show high level of

consistency and low level of variability. It was shown that

both thermo-analytical methods used are set correctly; the

results are reproducible, comparable and close to the

equilibrium. Obtained experimental temperatures

by the thermal analysis can be used to optimize production

and processing of analysed steel grades.
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TUO’’ Project No. 04766/2017/RRC.

References

1. V.I. Lakshmanan, R. Roy, and M.A. Halim, Innovative Process

for the Production of Titanium Dioxide, Innovative Process

Development in Metallurgical Industry, 2016, p. 359-383

2. E. Karakaya, C. Nuur, and L. Assbring, Potential Transitions in

the Iron and Steel Industry in Sweden: Towards a Hydrogen-

Based Future?, J. Clean. Prod., 2018, 195, p 651-663

3. E. Pereloma, Phase Transformations in Steels: Diffusionless

Transformations, High Strength Steels, Modelling and Advanced

Analytical Techniques, Woodhead Publishing, 2012, 53

4. K. Gryc, B. Smetana, M. Tkadlečková, M. Žaludová, K.
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