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Abstract A coating buildup model was developed, the aim

of which was simulating the microstructure of a tantalum

coating cold sprayed onto a copper substrate. To do so, first

was operated a fine characterization of the irregular tan-

talum powder in 3D, using x-ray microtomography and

developing specific image analysis algorithms. Particles

were grouped by shape in seven classes. Afterward, 3D

finite element simulations of the impact of the previously

observed particles were realized. To finish, a coating

buildup model was developed, based on the results of finite

element simulations of particle impact. In its first version,

this model is limited to 2D.

Keywords cold spray � modeling of coating formation �
process modeling � splat morphology � tomography

List of Abbreviations

FE Finite elements

SEM Scanning electron microscopy

ESRF European synchrotron radiation facility

XMT X-ray microtomography

PAI Principal axes of inertia

PCA Principal component analysis

EOS Equation of state

ALE Arbitrary Lagrangian–Eulerian

Introduction

Cold spray is a thermal spraying technique, where the

sprayed powder adheres to the substrate due to plastic

deformation at particle impact (Ref 1). The powder and the

substrate undergo moderate heating, and the respective

temperatures stay below the melting point. This process is

more and more attractive to several industries due to its

additive manufacturing abilities (Ref 2-7), compared to

other coating applications that are more traditional and

have been the subject of extensive study in the last decades.

The typical cold spray deposit is characterized by a pecu-

liar microstructure (Ref 8) that reflects the buildup process

in which the powder particles impinge upon the substrate

and eventually adhere to it. During each one of the impacts,

both the particle and the substrate deform in a way that

strongly depends on the respective material properties and

impact conditions (Ref 9).

Modeling is a fundamental tool for understanding the

phenomena related to cold spray. It has been extensively

used to this aim. For instance, it is the only known way to

estimate certain properties, such as local particle or sub-

strate temperature rise, data that have not been experi-

mentally accessible so far. A major fraction of the

modeling work to this day has focused on the idealized

case of a perpendicular impact of a single spherical particle

on a flat substrate using the finite element (FE in the fol-

lowing) analysis. With this technique, for the case of 3D

simulations, the number of particles is bound to the order

of tens, due to limited computational resources. As a
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consequence, only the first layers of deposited particles

could eventually be simulated in such a way. Other simu-

lation methods were used to simulate the buildup process

of a large number of particles. For example, in Ref 10 the

‘‘smooth particle hydrodynamic’’ (SPH) allowed the sim-

ulation of multi-particle impacts and in Ref 11 another

method was developed to simulate the buildup process of a

large number of particles. In the latter, the model was based

on phenomenological considerations for the particle

deformation and did not show the resulting microstructure,

limiting to the simulation of the coating porosity.

The present study aims at developing an original

framework for the modeling of the cold spray process,

particularly focusing on the simulation of the coating

microstructure. This original approach to the modeling of

the process is morphological in multiple senses. Firstly, it

focused on the morphology of the real powder, taking

advantage of the abilities of microtomography as a 3D

imaging method. Then, the powder particles’ mechanical

behavior was investigated by means of 3D FE impact

simulations, again focusing on the changes in the shape of

the particles and substrate. Finally, aiming to reproduce by

simulations of the microstructure of the coating, a buildup

model was developed. This last modeling step used the

results of FE simulations to take into account deformations

at the impact and aimed to reproduce the deposition of

thousands of particles. The buildup model is still at a

developing stage and is limited, for the moment, to the 2D

case.

The modeling approach developed in this study

focused on the case of a tantalum coating onto a copper

substrate, but it can be applied to other metals, provided

that the material model parameters are known for those

materials. Even the case of a mixed powder could be

approached with this method. The modeling efforts pre-

sented in this paper go in the direction of filling the gap

between the idealized view of simulations and the com-

plexity of the real world, in the hope that a solid modeling

foundation will enable a numerical guided optimization of

substrate treatments and powder shaping for the cold

spray and other processes.

Materials and Process

The materials used here as a case of study were copper for

the substrate and tantalum for the sprayed powder. Nev-

ertheless, the methods developed for the characterization of

the powder and the models are applicable, with some

adaptation, to other kind of materials.

The tantalum powder was the Amperit 151.065(HC

Stark, Munich, Germany), with a granulometry character-

ized by the following diameter quantiles: d10 = 9.70 lm,

d50 = 21.45 lm and d90 = 42.80 lm. The powder was of

the fused and crushed type, characterized by irregularly

shaped particles typical of this production route. Substrates

consisted in oxygen-free high thermal conductivity

(OFHC) copper parallelepipeds of size 5 9 5 9 1 cm3. No

particular surface preparation was applied to as-machined

substrates.

All the sprayings were performed at the thermal

spraying laboratory of CEA (the French Alternative

Energies and Atomic Energy Commission)—Le Ripault

(Ref 12), in a specific cold spray facility, with the use of

helium as principal gas. Spraying parameters were kept

constant for all the experiments: the pressure of the

principal gas was 12 bar and its temperature 200 �C,
while the stand-off distance of the nozzle was 10 mm. A

tungsten carbide MOC (Method Of Characteristics) opti-

mized nozzle was used for all the sprayings. A typical

picture of the resulting microstructure, showing the

deformed tantalum particles that constitute the coating, is

presented in Fig. 1. To reveal part of the particle bound-

aries visible in the figure, the sample has been etched for

5 s in a solution made of 20% vol. HNO3, 20% vol. HF

and 60% vol. H2SO4.

In-flight particle velocity measurements were performed

during the spraying, by means of an ultra-fast camera

installation in the spray chamber. The system is illustrated

in Fig. 2. A flash light illuminated the particle in flight.

Two synchronized cameras took two images at different

times, at 100 ns of interval. Image analysis tools enabled

the individual detection of each particle in two subsequent

pictures. Thus, knowing the time difference and measuring

the distance flown by the particle in the same interval,

particle velocity was able to be estimated. To have less

particles in each image and thus make their identification

easier, the sprayings were intentionally performed with a

reduced powder flow. Moreover, a diaphragm (i.e., a metal

sheet with a 2 mm diameter hole) was used to further

Fig. 1 Microstructure of a cold-sprayed tantalum coating of a copper

substrate. The cross-sectional SEM view was taken in the secondary

electron mode
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reduce the flux of impacting particles, as needed by the

velocity measurement system. In addition, the diaphragm

selected only the particles passing near the center of the

stream and the variability in the distribution of their

velocities was reduced. Size–velocity measurements are

shown in Fig. 3. Even if only the particles passing through

the center of the stream were selected, for each size class

there still was a large variation in the distribution of the

velocities. This data set was used for the assignment of the

velocities for subsequent FE simulations.

Morphological Characterization of the Powder

As already mentioned, the way this powder was produced

resulted in a large variety of particle shapes, as shown in

the SEM top view of the free powder in Fig. 4. Henceforth,

in this study a particular attention was paid in accurately

characterizing the powder morphology. The aim of this part

of the study was to build a 3D library of powder particles,

to be used in FE impact simulations.

Methodology

A sample of the tantalum powder was dispersed into a resin

to produce a cylindrical sample of 1 9 1 9 3 mm3 and

then analyzed at the European Synchrotron Radiation

Facility (ESRF) in Grenoble, ID19 line, where x-ray

microtomography (XMT) was performed. XMT is nowa-

days a well-developed nondestructive 3D imaging tech-

nique, widely used in many different scientific fields,

including thermal spraying (Ref 13-17). A cross section of

the 3D XMT image of the powder is shown in Fig. 5. The

gray level of each voxel (i.e., the 3D analogue of a pixel) is

proportional to the local x-ray absorption of the sample.

Thus, the particles appear in white and the embedding resin

is shown in black.

The 3D XMT image was treated with SMIL (Simple

Morphological Image Library Ref 18) in a python envi-

ronment. A marker-driven watershed algorithm (Ref 19)

was used for the first segmentation. The markers were

obtained by means of a simple thresholding which per-

mitted to identify the core of the particles. The presence of

Fig. 2 Scheme of the experimental setup for the measurement of

particle velocities

Fig. 3 Measurements of in-flight particle velocity. The line repre-

sents the fitted theoretical velocity v = C d-1/2, where d is the

diameter of the particle and C a constant, depending on spraying

parameters and materials

Fig. 4 SEM top view of the loose tantalum powder used in the study

Fig. 5 A section of a XMT image. Tantalum particles are visible in

white
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aggregates, i.e., particles that were too close to each other

to be separated by segmentation, could influence the sub-

sequent shape analysis. Consequently, to separate each

aggregate into its constituents, a specific image treatment

procedure was developed and applied to the collected data.

This analysis was performed on one 3D image and led to

the construction of a 3D particle library consisting in about

15,000 objects, to be used in the subsequent models.

Considering the large number of particles, a classifica-

tion method based on shape criteria was contemplated. It

consisted in the regroupment of all particles in a finite set

of shape classes. This innovative method, besides pre-

senting a relevant interest per se, was meant to be a tool for

guiding the sampling procedure, necessary for the extrac-

tion of a set of particles statistically representative of the

powder. The first step was the quantitative shape mea-

surement on each individual particle. To do so, a series of

morphological measurements was performed on the whole

particle library, again using SMIL. A description of the

chosen measures and their distribution into extensive (i.e.,

size-dependent) and intensive (size-independent) ones is

shown in Table 1. In particular, two parameters that need

to be explained more thoroughly were introduced: the

normalized PAI (Principal Axes of Inertia) and the imbri-

cation. The first one, defined in Table 1, was taken from

(Ref 20). Its value indicates if the shape of the particle

tends to be compact rather than elongated or flat. The

second one was a measure of the convexity of objects along

a certain direction. Imbrication was introduced in Ref 21,

where it was measured along the three independent direc-

tions in space. In contrast, in the present work imbrication

was measured along 20 directions isotropically distributed

and then the mean value was retained.

A first class of particles could already be isolated,

gathering the smallest ones and the almost spherical ones.

For small particles (\3 lm in at least one direction), whose

size was close to the experimental limits of the applied

XMT imaging technique (voxel size of 0.85 lm3), the

precise determination of the shape was not possible. It was

nevertheless decided to include them in the library, in order

to avoid a bias in the granulometry. It was then assumed, as

their shape could not be determined precisely, that these

particles were nearly spherical. This has no consequence on

the study, since they represent a negligible fraction of the

powder volume, as will be shown in the results.

The correlation between each couple of measures was

checked as shown in Fig. 6 in the whole library, separating

the set of size and shape parameters. In general, pairwise

diagrams show the degree of correlation between two

variables. Data points grouped along a straight line indicate

a linear correlation between the two variables. Other non-

linear correlations can also appear from these diagrams

when data points are organized in typical patterns. If, on

the contrary, points are dispersed without any particular

order, the two variables are completely uncorrelated.

Looking at the results in Fig. 6, it appears that size mea-

surements (the first set) were highly correlated, while, on

the contrary, shape measurements appeared to be quite

uncorrelated. As a consequence, the whole set of shape

measures was kept for later analysis.

In order to reduce the number of parameters involved in

the classification process, the PCA (Principal Component

Analysis) was applied separately to the size and to the

shape parameters. One may refer to (Ref 22) for a complete

description of this method. Considering the set of size

measures, as expected, just one principal component was

sufficient to express almost 95% of the total variance. On

the other hand, for the set of shape measures, the first three

principal components expressed 90% of the total variance

of the data set. Thus, they were considered to be sufficient

to describe the shape variability within the library. The

three principal components of the shape analysis were kept

as the data set for the following classification.

Cluster analysis was pointed out to be the natural

framework to group particles in shape classes. Among the

different techniques available, the K-means (an unsuper-

vised clustering method) was chosen. A full description of

this technique is given in Ref 23. The only parameter to be

chosen by the user was K, the number of classes. The lack

of a native group structure in data, which were almost

homogeneously distributed in the PCA space, made the

Table 1 Size and shape measures. Underlined parameters are vectors

(more than one component)

Basic measures (not used directly)

V Volume

req Radius of the equivalent sphere

= (3V/4p)1/3

rm Mean radius

Size

r1 = (req ? rm)/2

Bb Bounding box (along PAI) sides

S Surface

Shape

r2 = (req - rm)/req

Sph Sphericity = volume fraction

contained in the equivalent sphere

S/V Surface over volume ratio

K Normalized PAI. ki = PAIi/(Rj

PAIj). (See Ref 17)

nbb Normalized version of bb.

nbbi = bbi/(Rj bbj)

imbr Mean imbrication (see the text for

details)

PAI principal axis of inertia
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choice of K rather arbitrary. Even examining the variations

with K of intra- and inter-group variance, it was not pos-

sible to determine an optimal value for K, which was then

fixed to 6. A random sampling procedure was finally used

to extract some representative particles within each class,

to be used in the subsequent impact simulations. Note that

the final number of classes is seven when counting also the

class of spherical small particles, which was excluded from

the clustering.

Results and Discussion

The distribution of the particles in shape classes, together

with some representative, is shown in Fig. 7. The two pie

charts describe, respectively, the number and the cumula-

tive volume of particles in each class. The fact that certain

classes were predominant in volume means that size was

non-homogeneous between classes. In the same figure, two

particles for each class are shown (except for class 1).

When looking at this image, the reader should consider the

limitations of a 2D representation. In fact, some particles

seem to be actually very similar in their shapes, while

belonging to different classes. This can be due to an optical

effect produced by the 2D representation of a 3D image:

the foreground hides the back of the particle. The shape of

the showed particles could be fully judged in a 3D view

only. Nevertheless, it is admissible that some particles with

a very similar shape belong to different classes. The clus-

tering, in this case, was a structure which was imposed on

the data without being naturally present, as can be inferred

from Fig. 6. The data set appears as a dense homogeneous

cloud of points, lacking any structural organization. Thus,

two particles, which belong to neighboring classes and lie

close to the common boundary (on opposite sides), are

Fig. 6 Pairwise correlations between shape parameters
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expected to have very similar shapes and there is no con-

tradiction in this.

The choice of K was made on the basis of qualitative

remarks and was a compromise between the homogeneity

of shapes inside each class and the simplicity of the

description. In fact, a big K (i.e., many small classes)

would result in a more complex range of shapes, closer to

each other. Moreover, a higher number of classes and,

consequently, more boundaries between them, would result

in a higher total length for the internal boundaries and,

thus, in a higher number of particles close to these

boundaries. Because particles close to an internal boundary

share the characteristics of the neighboring classes, having

more classes would increase the overall uncertainty of the

classification. On the contrary, a small K (i.e., few big

classes) would conduce to a pronounced heterogeneity in

shapes inside each class, thus reducing the precision of the

classification. Several values of K in the range 4-15 were

tried and compared. At the end, K = 6 was retained the

best compromise.

Finite Element Modeling

Description of the Model

Finite element simulations were developed to study the

deformation field produced by the impacts. The physics

behind the simulations did not differ from most of the

modeling articles present in the literature (e.g., among

many others Ref 24, 25). The Mie–Grüneisen equation of

state (EOS), describing the material state in the high

pressure domain and shock wave propagation, was used in

the Hugoniot formulation:

p� pH ¼ Cq E � EHð Þ ðEq 1Þ

Fig. 7 Representation of the particles in shape classes. Top: (left) number of particles in each class and (right) cumulative volume of the

particles in each class. Bottom: two representative particles per class are shown, except for class 1. The x, y, z axes measure 15 lm
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where p is the pressure, q the density, E the internal energy,

C = C0 q0/q, g = 1 - q0/q, pH = q0 c0
2 g/(1 - s g)2 and

EH = pH g/2q0. There are three independent parameters for

each material in the EOS: g, s and c0. Further details on the

Mie–Grüneisen EOS can be found in [26].

There were different types of material models that could

be used to simulate the mechanical phenomena involved in

cold spray (Ref 27, 28). The widely used Johnson–Cook

model (Ref 29), an empirically based representation of the

yield stress, was selected on the basis of material param-

eters availability in the literature. The model considers

strain hardening, strain rate hardening and thermal soft-

ening. The yield stress is given as:

rJC ¼ Aþ Benð Þ 1þ C ln
_e0
_e

� �
1� T � T0

Tm � T0

� �m� �

ðEq 2Þ

where A, B, C, n and m are material parameters, e is the
strain, _e is the strain rate, _e0 a reference strain rate, Tm the

melting temperature of the material and T0 a reference

temperature.

Heat conduction was included in the model, but heat

transfer between the particle and the substrate was

neglected, to avoid the inclusion of other non-measurable

parameters in the model. The parameters for the two

materials of this study, taken from the literature, are given

in Table 2.

At the interface between the particle and the substrate,

friction was considered. A modified Coulomb model was

applied (i.e., the limit shear grows linearly with the normal

contact pressure, until an upper value is reached). In earlier

works a negligible effect of the friction coefficient was

reported (Ref 25), so in the present study it was fixed at 0.5.

Adhesion was not considered, because it would have

required additional unknown parameters and it was not

believed to have a major influence on the deformation field.

The material parameters used are summarized in Table 2.

The whole model was implemented in the commercial

finite element software Abaqus/Explicit�, in a full 3D

configuration.

Among all the impact variables (i.e., the features that

can be different for each impact and can thus influence the

result), only a few were selected for a parametric study. In

particular it was decided to vary the shape, the orientation

at impact, the velocity and the substrate material. These

variations are explained in the following. For each shape

class, ten representatives were randomly chosen, in order to

define a set of particles representative of the whole powder.

The question of the orientation of the irregular particles at

the impact is not discussed in the literature to our knowledge.

Some considerations can be made, on the basis of fluid

dynamics arguments in regard to the forces resulting on a

rigid body of arbitrary shape in a fluid flow (Ref 30). If some

equilibrium position exists for bodies of particular symme-

try, in the general case of an irregular body the existence of a

stable orientation is not assured. As a result, most of the

particles will oscillate in an irregular and hardly pre-

dictable way. Even without using the arguments of particle-

to-particle interaction before impact (i.e., in-flight colli-

sions) and particle–nozzle wall interaction, which certainly

contribute to the complexity of this problem, it can be rea-

sonably stated that irregularly shaped particles do not have,

in general, a defined orientation at impact. A deeper study of

particle–fluid interaction could give more insights on this

topic. For example it is likely that for each particle some

probability distribution of the different orientations exists.

In the present study, it was decided to test, for each

particle, four different orientations at impact. The already

mentioned shape–velocity measurements were used as a

basis when assigning a velocity to each particle in the

following way. Three different velocities, statistically

chosen as a function of the particle size on the basis of the

data variation shown in Fig. 3, were tried for each impact

configuration. Finally, the substrate material was varied

between copper (representative of the first impacts of the

coating buildup only) and tantalum (representative of the

rest of the impacts, i.e., onto already deposited particles).

The total number of simulations to be performed can thus

be calculated by multiplication: 7 classes 9 10 represen-

tatives 9 3 velocities 9 4 orientations 9 2 substrates =

1680.

The process to get an appropriate mesh for the 3D

particles was performed in several steps. First, starting

Table 2 Material parameters, taken from Ref 26, 27, and 29

Symbol Description Cu Ta

q Density, g cm-3 8.96 16.64

l Shear, GPa 41,400 64,440

A JC, MPa 90 220

B JC, MPa 292 520

C JC 0.025 0.055

n JC 0.31 0.325

m JC 1.09 0.475

e0 JC 1 1

c0 EOS, m s-1 3972 3374

s EOS 1.478 1.155

C0 EOS 2 1.6

Tm Melting point, K 1356 3523

cv Heat capacity, J K-1 kg-1 383 150

K Thermal conductivity,

W K-1 m-1
400 54.4

In the description, JC stands for Johnson–Cooks, EOS for equation of

state, meaning that these parameters are involved in the corresponding

model
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from the segmented 3D tomographical image previously

discussed, the commercial software Avizo, FEI (Hillsboro,

OR, USA), was used to produce a triangulation of the

surface and a smoothing of the latter, in order to remove

the stair-like effect given by the pixels. Then, the products

MeshGems-SurfOpt and MeshGems-Hexa, developed by

Distene (Bruyeres-le-Chatel, France) were, respectively,

used to optimize the surface mesh and to transform the

surface triangulation into a hexahedric (i.e., bricklike)

volumetric mesh. The choice of hexahedric elements was

dictated by an apparent incapability of the ALE (Arbitrary

Lagrangian–Eulerian) remeshing tool of Abaqus� in 3D,

which will be shortly explained, to deal with tetrahedral

meshes.

The substrate was modeled as a square cuboid, divided

into three parts for meshing purposes: the zone near the

impact (with a fine mesh), a transition zone and the part far

from the impact (with a coarse mesh). The deformation of

the mesh could be locally very large. For achieving a

numerical convergence with such large deformations, the

adaptive meshing tool available in the Abaqus software

was applied to a domain which corresponded to the particle

and the finely meshed part of the substrate. This tool,

namely ALE remeshing, performed a regularization of the

distorted mesh by displacing the nodes at the interior of the

selected domain, which resulted in a reduced overall dis-

tortion. The solution was then mapped to the new mesh,

with a process that guarantees energy conservation (Ref

31). This procedure was given the name of ‘‘mesh sweep.’’

The user could set the frequency f and the intensity i of the

remeshing step. At every f increment in time, the software

performed i mesh sweeps. The whole simulation was

divided into two temporal steps: the first covered the

impact and the main part of the deformation, while the

second one contained the rest of the simulation, i.e., the

less severe part of deformation, with relaxation and

rebound of the particle. Remeshing was necessary in the

first step only, when fast material deformation entrained a

severe distortion of the mesh. It was deactivated in the

second step, to avoid any further influence of the remeshing

on the results. In effect, the massive application of ALE

remeshing could introduce unlikely distortions of the mesh

and non-physical temperature changes during the

simulation.

An important issue linked with the remeshing was the

loss of correspondence between mesh nodes and material

points. In order to study the displacement fields produced

within the substrate at the impact, it was important to know

the movement of the material points. The Abaqus� tool

called ‘‘tracer particles’’ came into play for this aim. It

allows to follow the position of a certain number of

material points during the simulation, the number of points

being limited by the available memory. The material points

that were coincident at t = 0 with a chosen sample of

nodes were thus followed during the whole simulation. At

the end, the coordinates of these points were exported to a

file. In this way, a discretized picture of the final dis-

placement fields was able to be produced, allowing the

storage of the information to be used later, in the buildup

model. The nodes to be used as tracer particles were in the

finely meshed portion of the substrate. The application of

these techniques allowed to simulate and export the

deformation fields that could result from different condi-

tions at impact.

Results and Discussion

The results of the classification of the powder particles

were used for the choice of impact simulations of real

particles onto a flat substrate, which is presented in this

section. Ten representative particles from each class were

randomly chosen for the impact simulations. The fact of

using particle classification results guaranteed a better

representativeness of the chosen set of particles, which

helped in limiting the number of simulations to be done.

Nevertheless, this number, evaluated at 1680, was still too

large to deal with simulations individually, i.e., to manually

tune the parameters (mesh size, step times, remeshing

parameters) for each simulation. Instead, an automatic

procedure was set up, thanks to the scripting capabilities of

Abaqus. In this way, a large number of simulations was

tried. As a drawback, there was less control on the indi-

vidual simulations, because some of the parameters, as the

mesh size, for example, had to be fixed to the same value

for every simulation. For this reason, only a small number

of simulations could be successfully completed. The rest

failed due to the excessive distortion of one or more ele-

ments. An analysis of the simulations is shown in Fig. 8,

where the effect of substrate material (left) and particle

velocity (right) is shown. Concerning the material, tanta-

lum particles impacted, respectively, a copper and a tan-

talum substrate. The first have a worse success ratio than

the latter, due to the fact that global deformation is bigger,

so the probability of an element to experience excessive

deformation is higher. The same argument is valid for the

effect of particle velocity: The fraction of successful sim-

ulations decreases with the increase in particle velocity,

because higher velocity results in bigger deformation. A

possible solution to the low success ratio of simulations

could be the development of a process for the automatic

tuning of meshing parameters and of the duration of the

time steps. Another way of improving the simulation out-

come could be the utilization of a different modeling

approach, e.g., eulerian instead of lagrangian, which is

more promising for large deformations. Element suppres-

sion due to damage was proved to be another effective
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simulation technique to avoid excessive distortion of the

mesh (Ref 32). A drawback of this particular technique is

that the mass of the model is not conserved.

An example of a real particle impact simulation on copper

is shown in Fig. 9. Particle velocity was, in this case,

572 ms-1. The upper image represents a part of the simu-

lation domain at the initial state, before the impact. The

lower picture shows a cross section of the deformed state.

Copper is in lighter gray, tantalum in darker gray. As already

pointed out in the literature (Ref 33, 34), substrate surface

has an important effect on the deformation behavior. For

example, as shown in Ref 33, a disk-like particle impinging

the substrate on its flat side or on its edge can produce dra-

matically different results. Now, in 3D and for completely

irregularly shaped particles, the variability of single impacts

is much higher. The analysis of the impact outcome for all

the particle shapes and orientations was not among the aims

of the present study, which is more oriented toward the

development of new methods. In particular, these FE sim-

ulations were conceived and will be used to feed the coating

buildup model, presented hereafter, when this will be

extended to 3D.What can be said here on these simulations is

that the impact of a non-spherical particle onto a flat sub-

strate, for a given couple of materials and in the velocity

range of the cold spray process, is a complex phenomenon

which depends on several key factors, such as particle

velocity, shape and orientation. From a qualitative point of

view, the ratio of kinetic energy per unit contact area seems

to be the parameter controlling the extent of deformation and

penetration and more work is needed to establish a quanti-

tative relationship between shape factors and deformation

patterns.

The focus of this study was on particle morphology, and

for the sake of simplicity, the substrate was idealized as

flat. Nevertheless, it is well known that the morphology of

the substrate surface plays a key role in the coating

buildup, as well as in single particle impacts (Ref 34) and

should be considered in future developments of FE

analysis.

Buildup Model

Bases of the Modeling Approach

FE analysis is a powerful technique for the modeling of

particle impacts but, when it comes to the simulation of the

buildup of a whole coating, the requirements in terms of

CPU time and memory become prohibitive, due to the high

number of particles involved. To overcome this limit,

without renouncing to the physically meaningful results of

FE analysis, a coating buildup model was developed. Here,

data from different FE simulations of single particle

impacts were combined iteratively, to simulate the coating

formation process, consisting in successive depositions of

Fig. 8 Results of impact

simulations of a real particle in

3D. Successfully completed

simulation is in lighter gray,

those which failed are in darker

gray. On the left, comparison

between substrate materials

(copper and tantalum), on the

right, comparison among impact

velocities

Fig. 9 Example of the impact simulation of a real particle in 3D. Top

view, the initial state before the impact, with the mesh. Bottom view,

the final deformed state in cross section, without the mesh. Copper is

in lighter gray, tantalum in darker gray. Particle velocity was

572 ms-1
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single powder particles. The buildup model was completely

implemented in a Python environment, using the library

NumPy (Ref 35) and the modules ‘‘interpolate’’ and

‘‘spatial’’ from the SciPy bundle (Ref 36). In the basic

iterative algorithm, splats are added one by one to the

substrate, which, at the beginning of the simulation, is a

piece of flat copper. For the sake of simplicity, the model

was developed in 2D, although it is planned to extend it to

3D in future developments. Thus, a series of 2D FE sim-

ulations of disk-like particles of different sizes and veloc-

ities was performed, with the same modeling techniques as

in 3D (in particular remeshing and tracer particles). In this

way, a data set consisting of 2D discretized displacement

fields was created and could be used as a basis for the 2D

coating buildup model, as exposed hereafter.

Data from single particle impact FE simulations con-

sisted in discretized displacement fields, i.e., the positions

of the tracer particles before and after the impact, as shown

in Fig. 10. These two sets of points are in one-to-one

correspondence and will be called hereafter P and P0. They
constitute the basic input needed by the coating buildup

model. During the process of coating formation, an arbi-

trary particle impinges on a substrate which is composed

by already deposited particle. These particles, at least those

near the impinging particle, deform further as a conse-

quence of the impact. For the purposes of the model, it is

important to keep track of the changes of particle bound-

aries inside the coating in formation, induced by each

impact. To this aim, the discrete deformation fields are not

sufficient and have to be extended to the continuum. A

solution for this problem was developed using an interpo-

lation scheme based on Delaunay’s triangulation and a set

of affine transformations, in the following way. An algo-

rithm implementing Delaunay’s triangulation (from the

already mentioned SciPy bundle) was applied to initial

tracer particle positions (P). For each triangle ABC of the

triangulation, the corresponding deformed triangle A0B0C0

is obtained from the final positions (deformed state) of the

tracer particles. Then, as one and only one affine trans-

formation, namely ai, maps ABC into A0B0C0 (Ref 37), the
positions of the vertex before and after the deformation are

sufficient to define an affine transformation ai, for each

triangle of the Delaunay’s triangulation. The collection of

affine transformations {ai}, which can be seen as a piece-

wise continuum affine transformation, maps every point of

the triangulated substrate domain (before impact) into the

corresponding point after the impact.

When looking at single particle impacts, an important

difference exists between FE simulations and the coating

buildup simulation. In the former case, the substrate is a

perfectly flat block of homogeneous material (copper or

tantalum), while in the latter, excluding the first impact, it

is rough and inhomogeneous, being made by the initial

copper substrate and the already deposited particles. Con-

sidering the complexity of the roughness, it was decided

not to include this effect in FE simulations, since the

already high number of simulations to be done would have

been dramatically increased. Future developments of the

model will focus on this question. In particular, the effect

of substrate roughness on the deformation pattern at impact

and the presence of already deposited particles will be

directly included into the coating buildup model, with the

help of a preliminary FE study. Some steps in this direction

can already be found in Ref 34. To resume, a strong

working hypothesis was made for the present model,

namely that substrate roughness was considered to have no

particular effect on the displacement fields. To deal with

coating roughness, data from FE simulations (impacts onto

a flat substrate) were adapted to the free surface of the

coating in formation by means of a particular transforma-

tion, which can be expressed in the following way:

x; yð Þ ! ximp þ x; yþ s ximp þ x
� �� �

ðEq 3Þ

where x and y are the coordinates of the tracer particle in

FE simulation (the origin of the system of coordinates here

corresponded to the first contact point between particle and

substrate), ximp is the impact x-coordinate (in the system of

coordinates of coating buildup model) and s(x) represents

the y-coordinate value of the free surface at x. The impact

onto the rough surface is, thus, decomposed: the roughness

existing before the impact is simply added to the impact

results on a flat surface. An important drawback of this

Fig. 10 Positions of tracer

particles, before (a) and after

(b) particle impact. Only the

substrate is shown here, in gray
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modeling approach, in comparison with a full FE coating

buildup simulation, consists in the fact that the stress and

strain state of the substrate and deposited particles are

neglected here. Future developments of the model will try

to keep track of the evolution of stress and strain, even

though some modifications of the present modeling

approach will be needed.

The basic iterative algorithm, which is the core of the

buildup model, is given stepwise below.

1. An impinging particle is selected from the particle

library.

2. Impact conditions, namely particle velocity and sub-

strate material, are assigned. This identifies one

particular displacement field, obtained from the previ-

ously done FE simulation.

3. 2D FE simulation results are placed with respect to the

actual free surface of the coating (as given in Eq 3) and

interpolated (Delaunay’s triangulation and affine

transformations).

4. The substrate, consisting at this point in the initial

substrate and the already deposited particles, is

deformed as dictated by the interpolated deformation

field.

5. The impinging particle itself is added (as taken from

the deformed state in FE simulations) and the list of

particle boundaries of the coating is updated.

This procedure can then be repeated for the next splats,

in an iterative way. The data structure stocked at each step

represents a complete picture of the microstructure. It

consists of a dictionary (in the pythonic sense of the term)

containing arrays of points (discretized splat boundaries),

labeled to keep track of the neighborhood relationships

between couples of splats.

Results and Discussion

Figure 11 shows pictures of the coating buildup model

results, after 5, 10, 20 and 30 iterations, respectively.

Looking at these results, the model seems to be able to

correctly reproduce the deformations induced by the first

impacts. After a certain number of iterations, however,

localized discontinuities of the free surface, which will be

called ‘‘spikes’’ hereafter, unrealistically accumulate in

certain zones of the coating. Physically, a particle

impinging onto one of these spikes would flatten it, at least

partially. Instead in the model certain spikes tend to survive

to particle impacts, resulting in an unrealistic roughness of

the coating and splat deformation. Spikes can thus be

considered as numerical artifacts, certainly due to the fact

that the effect of substrate roughness on single impacts was

neglected. Moreover, the extreme roughness of the coating

in formation, induced by the spike formation mechanism,

badly affects the quality of the Delaunay triangulation,

creating splat boundary intercrossing which would never

happen in reality.

The results presented in this paper show that the pro-

posed approach is valid and promising, but the working

hypothesis of neglecting substrate roughness has to be

somehow relaxed. The problem is at present under study.

The coating buildup model, although not yet optimized,

can easily run on a laptop PC because it requires a rela-

tively small amount of memory and computational time. It

has to be mentioned, however, that the model was never

tested for more than 120 iterations, because the roughness

accumulation issue made it unservable for more than few

layers of deposited particles. Nevertheless, the model is

today at its first steps and future developments will make

possible to simulate microstructures closer to reality and to

increase the number of deposited particles.

Conclusion

The modeling approach presented in this paper aimed to

develop a tool covering a large scope, ranging from the

morphology of the initial powder to the microstructure of

the final coating.

The originality of the work lies in different aspects.

Firstly, the focus was on 3D, at least in the experimental

characterization by microtomography and in the finite

element modeling. Secondly, the finite elements impact

simulations were not applied to idealized (e.g., spherical)

particles, but to ‘‘real’’ ones, as they were observed by

microtomography. Finally, the idea to combine results

from finite elements modeling with a simpler

Fig. 11 Results of the coating

buildup simulation, after 5 (a),

10 (b), 20 (c) and 30

(d) iterations
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morphological approach is very promising. Although the

idea is in an initial state of development, it allowed nev-

ertheless to perform a preliminary 2D simulation of the

coating buildup. In virtue of the coupling with the finite

elements method, this approach allows to maintain a strong

link with the physical mechanical behavior at impact.

Outlook

The development of the coating buildup model is ongoing,

addressing one by one the issues that limit its applicability.

The final aim is to complete the development of a reliable

tool, capable of simulating the impact of thousands of

particles. The pathway to get there passes on the inclusion

of roughness effects, to the extension to 3D and to the use

of real particle impact simulations. The first step, i.e.,

including roughness effects, is believed to solve, or at least

to alleviate, several problems, including in particular the

accumulation of spikes. The impact of a particle onto a

protruding part of the surface will have the effect of

smoothing it. At the same time valleys in the surface will

have an enhanced tendency to be filled, so that the coating

buildup mechanism will be more regular and the final

microstructure closer to the real one. Concerning the

extension to 3D, new interpolation techniques have to be

developed for the displacement fields. This extension is

believed to help filling the gap between modeling and real

life, allowing the exploration and understanding of inter-

locking and piling-up mechanisms, which are not possible

in 2D simulations but certainly happen in reality.

The final model will find its application in the opti-

mization of process parameters (powders, gas pressure and

temperature), so that the deposited material will meet the

required mechanical or functional properties.
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